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Abstract—Social media has become a popular platform that
connects people who share information, in particular personal
opinions. Through such a fast information exchange mecha-
nism, reputation of individuals, consumer products, or business
companies can be quickly built up within a social network.
Recently, applications mining social network data start emerging
to find the communities sharing the same interests for marketing
purposes. Knowing the reputation of social network entities, such
as celebrities or business companies, can help develop better
strategies for election campaigns or new product advertisements.
In this paper, we propose a probabilistic graphical model to
collectively measure reputations of entities in social networks.
By collecting and analyzing large amount of user activities
on Facebook, our model can effectively and efficiently rank
entities, such as presidential candidates, professional sport teams,
musician bands, and companies, based on their social reputation.
The proposed model produces results largely consistent with the
two publicly available systems - movie ranking in Internet Movie
Database and business school ranking by the US news & World
Report - with the correlation coefficients of 0.75 and −0.71,
respectively.

I. INTRODUCTION

Social networks, such as Facebook, Twitter, and Flicker, are
becoming ubiquitous that change the way the modern world
operates. They make it convenient to keep up with friends,
family, and colleagues, discover great contents, connect to
causes, share photos, drum up business, and learn about fun
events. Online shopping companies, such as Amazon, eBay,
and Bestbuy, provide e-commerce social network platforms
that allow shoppers to leave comments for the purchased prod-
ucts. Such consumer reviews can immediately help potential
customers to make purchase decisions. They also greatly bene-
fit manufacturers for improving their next generation products.

Many data mining methods have recently been proposed to
study the online consumer reviews. Hu et al. [10] developed
a set of sentiment analysis algorithms and opinion mining
techniques to summarize the customer reviews based on prod-
uct features. Pang et al. [17] applied machine learning and
rule-based techniques to classify text sentiments and achieved
results with a satisfactory accuracy for movie reviews. Liu
et al. [27], authors exploited social relations for sentiment
analysis in microblogging proposing a Sociological Approach

to handling Noisy and short Texts (SANT). Zhang et al. [25]
made use of graph-based mining methods to rank online
products by considering both overall and a set of features.

There is also a growing need to evaluate social brands. This
will help not only business managers monitor the marketing
growth of their brands, but also consumers make informed
purchase decisions. Similar to the e-commerce, user opinions
on other social networks are as important to cause a significant
impact toward the decision making, political elections, travel
plans, school applications, and so on. However, there are no
previous efforts on reputation assessment through analyzing
social media data. Most related work on mining the sentiments
do not consider the fact that people have different evaluation
standards. In other words, comments made by different users
should not be considered to carry the same. A user’s tendency
to make positive or negative comments made across all topic
domains can be used to help normalize the sentiment weights
among the group of users toward the same subject. Incorporat-
ing this network information will generate results with more
confidence due to the reduction in various biases.

In this paper, we propose a probabilistic graphical model
to measure social brand reputation. This model adopts a
block-based Markov Chain Monte Carlo (MCMC) sampling
method to infer the probability of hidden variables, social
brand reputations and user positivities. Direct calculating the
joint probability of hidden variables is very expensive because
of the large state space. The block-based MCMC sampling
method considers users and brands as two separate blocks. The
property of conditional independence enables us to implement
variable sampling in parallel. The model is evaluated by using
a large amount of Facebook data. The experiments show that
social brand reputation ranking produced by our system is
significantly consistent with some existing publicly available
ranking systems: IMDB movie ranking and top business
schools ranking by the US News & World Report. In addition,
we also explain that some other measurements such as the
number of fans, the number of likes, the number of positive
comments, and the percentage of positive comments are not
good indicators for measuring social brand reputation. The
general framework of our system could be pictorially depicted
in the Fig. 1. Users make either positive or negative comments
across brands. Brands can receive comments from different
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Fig. 1: A collective inference framework of our system. Ui:
positivity of a i-th user; Rj : reputation of a j-th brand; Sij :
sentiment of comments made by Ui on brand Rj . Green means
the high reputation for brands and more positive for users. Red
has the opposite meaning. (Best viewed in color)

The task of measuring social brand reputation from large
scale social media data is faced with the following challenges:
1) There are many ways to represent the relations among users
and social brands. Choosing a reasonable model to bridge this
relationship becomes a fundamental step for this task, which
accordingly would affect the performance of the system. 2) The
accuracy of sentiment identification of social media data is of
course very crucial. 3) Due to the volume of the data (described
in detail in the experimental results section), the data quality
and the efficiency of inference is another big challenge. To
address these challenges, 1) A probabilistic graphical model is
developed to bridge the relationship between users and social
brands. 2) A parallelized block MCMC technique is applied
here to infer the probability of hidden variables. 3) We filter
out some spam data by designing a very effective strategy. To
the best of our knowledge, this is the first work which takes
such a large amount of social media data and applies graphical
modeling techniques to infer social brand reputation.

The rest of this paper is organized as follows: we study
some related work in section 2. In section 3, we focus on our
proposed model and collective inference. Section 4 describes
the data we use for experiments, presents experimental results,
and is followed by conclusion and future work in section 5.

II. RELATED WORK

In this section, we describe related work on three aspects:
1) Recently, a number of papers have begun to investigate how
to apply modern statistical machine learning methods on user
generated social media text and social network information
for online advertising. 2) Different recommendation algorithms
and systems have been proposed and developed in many areas.

3) With the social media data growing incredibly fast, analyz-
ing their sentiments and summarizing their content become
important to help make informed decisions.

Behavioral Targeting: Most related works are called social
targeting or behavioral targeting which learns from past user
behaviors, especially feedbacks (i.e., comments, clicks) to
match the best advertisements to users. This has resulted in
a spike of interest in user data analysis and profile generation
as published in [4], [13]. In the area of audience selection,
Provost et al. [20] have recently shown that user profiles can be
built based on co-visitation patterns of social network pages.
These profiles are used to predict the performance of brand
display advertisements over 15 campaigns. In [2], Ahmed
et al. presented a time-varying hierarchical user model that
captures both the user’s long term and short term interests.
A dynamic topic model was employed. They also showed a
streaming distributed inference algorithm that both scales to
tens of millions of users and adapts the inferred user’s interest
as it gets to know more about the user. Our work is different in
that we focus on collective inference of social brand reputation
based on large scale user behaviors.

Recommender Systems: In [9], authors proposed that Twitter
users can be usefully modeled by the tweets and relationships
of their Twitter social graphs. They developed a recommender
system called Twittomender which demonstrated how user
profiles can be used as the basis for recommendation. This
work showed the potential of real-time web, and micro-
blogging services like Twitter, to serve as a useful source
of recommendation information. In [29], Liu et al. modeled
the topic-level social influence in heterogeneous networks.
In [30], authors predicted links and made recommendations
across heterogenous social networks. In [11], Jin et al. applied
a set of new patent features to capture important textual and
time-evolving properties for patent maintenance. They also
proposed a network-based refinement approach utilizing the
patent information network for prediction, smoothing and opti-
mization. Abundant online news gave researchers opportunities
to build some online product recommendation systems. In [24],
Wu et al. presented the recommendation and summarization
components of personalized news filtering and summarization
system. They designed a content-based news recommender that
automatically obtains World Wide Web news from the Google
news website and recommends news to users according to
their preference. K-nearest neighbor and Naı̈ve Bayes methods
were used to model user interest preference in their paper.
Our work is different from those recommender systems in that
we estimate reputation probabilities of social brands based on
user historical behaviors instead of recommending any brand
to social users.

Sentiment Analysis: Recently, there has been a wide range of
research done on sentiment analysis, from rule-based, bag-of-
words approaches to machine learning techniques which clas-
sifies the whole opinion document as positive or negative [17],
[21], [23]. In [14], [15], authors analyzed sentiments from
a sentence level. Researchers have also studied feature/topic-
based sentiment analysis [6], [12], [16], [18]. In [28], authors
aimed to identify social sentiments by incorporating user-lever
in social networks.

In addition, anomaly detection and dynamical evolution for
social network data is also related to our work, because we



also designed some rules to filter out noisy data and spam
users. In [3], authors provided a comprehensive and structured
overview of the research on anomaly detection techniques.
In [19], authors presented an unsupervised framework for
detecting anomalous nodes in bipartite graphs. In [22], Osmar
et al. presented a framework for modeling and detecting
community evolution in social networks, where a series of
significant events is defined for each community. A community
matching algorithm is also proposed to efficiently identify
and track similar communities over time. In [8], authors
proposed an efficient solution by modeling networked data as a
mixture model composed of multiple normal communities and
a set of randomly generated outliers. The probabilistic model
characterizes both data and links simultaneously by defining
their joint distribution based on hidden Markov random fields
(HMRF). Maximizing the data likelihood and the posterior of
the model gives the solution to the outlier inference problem.

III. METHODOLOGY

In this section, we describe our proposed probabilistic
graphical model by first defining several terminologies referred
in this paper. Then, we identify sentiments of all comments
made by users are identified by applying our ensemble learning
technique. The overlapped graphical model to represent the
relationship among brands and users bridged on comments is
built under some assumptions. Based on the probability con-
ditional independences, we propose a blocked-based MCMC
sampling method to collectively infer probabilities of brand
reputation and user positivity. To efficiently do the inference,
we implement a paralleled version.

A. Definitions

Social Brand - A social brand is an entity in the social
network that allows other users to leave comments on it (e.g.
on Facebook its page). Examples are companies, organizations,
individuals, or consumer products.

Brand Reputation - Brand reputation means how good a given
brand is perceived in the market, especially how it is evaluated
by users on the social media platform. A brand with higher
reputation is likely to attract more attentions and positive
comments from their fans. In contrast, a lower reputation brand
is likely to receive more non-positive comments.

User Positivity - Different users may have different evaluation
standards. The contributions from different users shall not be
considered equally. For example, a tough user tends to make
non-positive comments on the brands and the opposite for an
easy-going user.

B. Sentiment Identification

Sentiment analysis for social texts (comments) is the
key component of our model. Our sentiment identification
algorithm integrates the following three different individual
components [26]. The first is a rule-based method extended
from the basic compositional semantic rules [5] which include
twelve semantic rules and two compose functions. Compose
functions generate integers from −5 to +5 as output to
represent sentiment scores. Here gives an example. Rule A:
If a sentence contains the key word “but”, then consider only
the sentiment of the “but” clause. According to this rule, the

following statement is considered positive (score is +3): “I’ve
never liked that director, but I loved this movie.” The second
component is a frequency-based method. We argue that the
sentiment should not be simply classified as positive, negative,
or objective but a continuous numerical score (e.g. −5 to +5)
to reflect the sentiment strength. The strength of a sentiment
is expressed by the adjective and adverb used in the sentence.
We consider two kinds of phrases that derive numerical scores:
the phrases in the forms of adverb-adjective-noun (abbreviated
as AAN) and verb-adverb (VA). The scores of key words
were used are calculated based on a large collection of
customer reviews, each of which is associated with a rating.
The details of score calculation can be found in [26]. Here
are a few examples. “Easy” has a score of 4.1, “best” 5.0,
“never” -2.0, and “a bit” 0.03. Furthermore, the third bag-
of-word component considers special characters commonly
used in social media text, such as emoticons, negation words
and their corresponding positions, and domain-specific words.
For example, ‘:)’ is a positive sentiment and ‘:(’ a negative
sentiment. Some Internet language expresses positive opinions
like “1st!”, “Thank you, Obama”, “Go bulls!”. Some domain
specific words are also included, like “Yum, Yummy” for
food related brands. Finally, a random forest machine learn-
ing model is applied to the features generated from outputs
of the three components. The outputs from three individual
components are represented as three basic features (S1, S2, S3)
and we also have two derived features (S1 + S2, S1 − S2).
Our sentiment identification algorithm is trained on manually
labeled Facebook comments and Twitter tweets and achieved
an accuracy of 86%. In this paper, we only consider binary
sentiment values for comments produced by the trained model:
positive for scores larger than a threshold (γ = 0.7) and non-
positive otherwise.

C. Graphical Model

Many social media platforms allow users to leave com-
ments on public pages. For instance, Facebook fans can
express their opinions on consumer product campaigns of
business brands. It is very common to see that the same users
make comments on campaigns in different domains. Therefore,
extracting such user activities across domains and analyzing
the sentiments are important to justify the degree of contri-
butions toward a brand for a given individual. We propose a
probabilistic graphical model to incorporate information about
the networked structure and semantics of the text. One fact is
that a positive comment is made by a positive user to a higher
reputation brand with a high probability. If a brand has a low
reputation, it obviously attracts more non-positive comments.
In this case, we shall observe some weakly negative com-
ments made by easy-going users who usually write positive
comments. If a brand has a lower reputation and most of the
comments came from tough users, then those comments are
most likely negative. Based on these assumptions, we construct
a Bayesian model which is depicted in Fig. 2. This plate
model has a similar but succincter representation of variable
relationships than Fig. 1. It describes the fact that a user makes
comments on multiple brands and a brand receives comments
from different users.
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Fig. 2: Plate model. The shaded S is an observed variable,
representing the sentiment of comments made by a user on
a brand. R and U are hidden variables representing brand
reputation and user positivity, respectively. All these variables
in this model have binary values. m: number of brands, n:
number of users.

D. Collective Inference

The goal of this task is to infer reputation of social
brands (R) and positivity of social users (U ) from the
sentiments of observed comments (S). It is equivalent
to infer the joint probability of R’s and U ’s from
S, as represented by the following equation (Eq. (1)).

P (Ri | S11, · · · , Sij , · · · , Smn)

=
∑

R−i,U

P (R1, · · · , Rm, U1, · · · , Un | S11, · · · , Sij , · · · , Smn)

=
∑

R−i,U

P (R1,R2,··· ,Rm,U1,U2,··· ,Un,S11,··· ,Sij ,··· ,Smn)∑
i,j
P (Sij)

(1)

where 1 ≤ i ≤ m, 1 ≤ j ≤ n, Sij is the sentiment value
of comments made by user i on brand j (Sij = 1 if the
sentiment score is greater than a designated threshold,
Sij = 0 otherwise.). Once we have this probability, we
can get the probability of Ri and Uj by summing out
some other variables. However, it is difficult to calculate
the denominator (partition function) due to a large discrete
state space, which often arises in statistical physics. We
apply a method developed by physicists and statisticians to
sample from the target distribution with the Markov Chain
Monte Carlo method (MCMC). In order to calculate the
posterior distribution, we define the conditional probability
distribution (CPD): P (S | R,U). Table I presents the CPD
values. Note that a noise factor δ is introduced to make our
Bayesian model more realistic. Parameters of α and β for
P (S | R = 0, U = 1), P (S | R = 1, U = 0) are chosen
based on our prior knowledge of this domain. We assume
that users with lower positivity give more positive comments
on brands with higher reputation. Similarly, users with higher
positivity give less positive comments to the brands with
lower reputation. Thus, we obtain α < β.

In the MCMC method, a Markov chain is first constructed
to converge the target distribution, and samples are then
taken from the Markov chain. The state of each chain is
an assigned value to the variables being sampled, and the

TABLE I: Conditional probability distribution for R,U, S. S1:
positive sentiment, S0: non-positive sentiment. α, β, and δ are
parameters based on prior domain knowledge.

R U S1 S0

0 0 δ2 1− δ2
0 1 α 1− α
1 0 β 1− β
1 1 1− δ δ

transitions between states follow a rule based on MCMC
method, known as the heat bath algorithm in statistical
physics. The rule asserts that the next state of a chain is
reached by sequentially sampling all variables from their
distribution when conditioned on the current values of all
other variables and the data. To apply this algorithm, we
define the full conditional distribution P (Ri | R−i, U, S) for
brands and P (Uj | U−j , R, S) for users. The distribution uses
the probabilistic arguments from Table I by canceling out
some terms due to the properties of Bayesian network, which
yields:

P (Ri | R−i, U, S)
= P (R,U,S)

P (R−i,U,S)

= P (R,U,S)∑
Ri
P (R,U,S)

=
P (R1)···P (Rm)·P (U1)···P (Un)·

∏
i,j
P (Sij |Ui,Rj)∑

Ri
P (R1)···P (Rm)·P (U1)···P (Un)·

∏
i,j
P (Sij |Ui,Rj)

=
P (Ri)

∏
k
P (Ski|Uk,Ri)∑

Ri
P (Ri)

∏
k
P (Ski|Uk,Ri)

(2)

P (Uj | U−j , R, S)
= P (U,R,S)

P (U−j ,R,S)

= P (U,R,S)∑
Uj
P (U,R,S)

=
P (R1)···P (Rm)·P (U1)···P (Un)·

∏
i,j
P (Sij |Ui,Rj)∑

Uj
P (R1)···P (Rm)·P (U1)···P (Un)·

∏
i,j
P (Sij |Ui,Rj)

=
P (Uj)

∏
k
P (Sjk|Uj ,Rk,)∑

Uj
P (Uj)

∏
k
P (Sjk|Uj ,Rk)

(3)

where R−i represents {R1, R2, · · · , Ri−1, Ri+1, · · · , Rm},
while U−j represents {U1, U2, · · · , Uj−1, Uj+1, · · · , Un}.
With further investigation of our model, we realize that there
are lots of conditional independencies that can make the
inference calculation more efficient. First, R1, R2, · · · , Rm
are independent of each other given all U1, U2, · · · , Un and
all observed variables Sij . Similarly, all U1, U2, · · · , Un are
independent of each other given R1, R2, · · · , Rn and all Sij .
There are two cases both of which show the conditional
independence of Rp and Rq given all U and S, similar cases
for U .

• Rp and Rq do not have any common users as shown in
Fig. 3a. It is obviously that Rp and Rq are independent
given all U1, U2, . . . , Un and Sij ;

• Rp and Rq have common users Uo as shown in
Fig. 3b. They are still conditional independent be-
cause Uo blocks the path from Rp to Rq given Uo,
Sop, andSoq are known.

These conditional independencies give us opportunities to
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Fig. 3: Two cases for the conditional independence of Rp and
Rq , given all U and S.

sample brands and users in parallel. We implement a block-
based MCMC method that processes users and brands as two
separate blocks. We alternately sample all Ri’s and Uj’s in
each sampling round. The detailed algorithm is depicted in Al-
gorithm 1. Performance comparison between our parallelized
block-based MCMC and sequential MCMC is presented in the
experimental results section.

IV. EXPERIMENTAL RESULTS

The data used in our experiments is collected from Face-
book through its Graph API [7]. Once the data is downloaded,
we first remove spam activities. After the data is cleaned, our
block-based MCMC inference algorithm is applied to obtain
the reputation probabilities of social brands and positivity
probability of users. We compare our results with two existing
ranking systems: movie rankings from the Internet Movie
Database (IMDB), and top business schools ranked by the US
News & World Report. Comparison will also be presented
between our parallelized inference method and the sequential
sampling algorithm. Performance analysis will be given to
explain why other measurements, like the number of fans, post,
comments, the percentage of positive comments, etc. are not
sufficient to measure brand reputation.

A. Data Description

Facebook, the largest and most popular social network plat-
form, has attracted a lot of attention from markets. Many com-
panies, organizations, and individuals build their own pages to

1One user could have multiple comments on one brand. PC: positive
comments made by user i on brand j, NC: Non-positive comments made
by user i on brand j

2rand(a, b) function generates a random number between a and b

Algorithm 1 Parallelized block-based MCMC inference

Require: 1 ≤ i ≤ m and 1 ≤ j ≤ n
Require: noise factor: δ = 0.1;α = 0.3;β = 0.6; sentiment

threshold: γ = 0.7
1: Initialization: P (Ri)← 0.5; P (Uj)← 0.5
2: for all (i, j) do
3: Sij =

#PC
#PC+#NC

1

4: if Sij > γ then
5: Sij = 1;
6: else
7: Sij = 0;
8: end if
9: end for

10: repeat
11: In the k’th round:
12: Parallelize sampling Ri based on equation (2);
13: if P (Ri) ≥ rand(0, 1)2 then
14: R

(k)
i ← 1

15: else
16: R

(k)
i ← 0

17: end if
18: Parallelize sampling Uj based on equation (3);
19: if P (Uj) ≥ rand(0, 1) then
20: U

(k)
j ← 1

21: else
22: U

(k)
j ← 0

23: end if
24: P (Ri) =

∑
k
R

(k)
i

k , P (Uj) =

∑
k
U

(k)
j

k ;
25: until The target distribution converges (mixing time)
26: return P (Ri), P (Uj)

communicate with social users (fans). The extensive amount of
network and text information also shifted researchers’ focus to
this emerging field, social network data analysis. In this paper,
we mainly consider social brands as our target objects. We use
Facebook Graph API to download the available activities made
on brand side such as posts and user side, such as comments
on posts, likes on posts, and public profiles.

Data Cleaning: We consider pages of top brands, i.e. the
brands with a large number of fans. By May 1, 2012, we have
collected 11, 140 pages and approximately 270 million users in
our database. The data quality is important as it can affect our
model performance. Our first step is to remove brands in which
most of posts and comments are not written in English, because
the sentiment identification for non-English texts has not been
well studied. To produce results of more robust and reliable,
we ignore the brand pages receiving very few comments, as
user opinions drive the measurement of brand reputation. After
the two initial filtering steps, there are 7, 523 brand pages left.
We then applied a spam filter to remove spam users. Our data
shows that on average, a user comments on 4 to 5 brands. Users
making comments on an extremely large number of brands are
likely spam users or bots. For example, we found one spam
user appeared on 600+ different brand pages. Fig. 4 shows the
distribution of user activities on brands. As the most users are
interested in a handful of brands, in our experiments we set the
threshold of 100 to discard users making comments on more
than 100 brands. We also ignore users who make comments
on only one brand, because in most of the cases these users



like/dislike excessively the brand and can potentially bias our
model. To fairly determine the positivity of users, we set the
threshold of minimum number of brands on which a user must
comment to be 2. Similarly, we also ignore users who have
very few total comments across all brands. The threshold of
the minimum number of comments is set to be 5. We also
remove users who leave many duplicated comments on the
same brand and the duplicated comments contain URL links.
A test on a very popular brand/page, Barack Obama’s page,
found 209, 864 duplicated comments from same users out of
2, 987, 505 in total. Our data cleaning process significantly and
effectively improves the data quality. Table II describes the
cleaned data used in our experiments.
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Fig. 4: The distribution of user activity is presented as the
number of social brands on which users make their comments.
The Y -axis is in log scale.

TABLE II: The stats of data after cleaning.

The number of unique users 15, 528, 173
The number of social brands 7, 523
The number of comments 126, 613, 072
The number of positive comments 93, 233, 898
The number of negative comments 33, 379, 174
The number of different categories

150declared on Facebook
The number of different countries

71brands from
The number of total posts 8, 186, 454

B. Performance Evaluation

Two common important aspects related to MCMC-based
inference algorithm are: 1) the convergence speed, 2) the time
complexity of sampling. To investigate the first aspect, we
randomly pick 5 brands from different categories and plot their
reputation probabilities as the sampling proceeds. Fig. 5 clearly
shows that they converge after we collect about approximately
250 samples (we also call this mixing time).

To address the second aspect, we parallelize block-based
MCMC due to conditional independency and compare to the
sequential version in terms of time taken. Speedup is a very
common metric used in the field of parallelization. In this ex-
periment, we use 8 processors in parallel. Fig. 6 shows that we
achieve near-linear speedup (close to 7). It is the speedup with
respect to the cumulative time until 50th, 100th, · · · , 750th
sampling round. We believe that the reason for slightly un-
even speedup at some sampling rounds is that MCMC is a
stochastically approximate sampling technique based on the
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Fig. 5: The probability convergence of the block MCMC
algorithm for five different brands. “Kindle” - Product/service,
“McDonald’s” - Food/beverages, “Starbucks” - Food/beverage,
“Barack Obama” - Politician, “MSNBC” - News/media.

target distribution as shown in Eq. (2) and Eq. (3). Experiments
were run on a machine with 256 GB memory and 24 cores.

Sp =
T1

Tp

where p is the number of processors (p = 8); T1 is the
execution time of sequential algorithm; Tp is the execution
time of parallel algorithm with p processors.
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Fig. 6: Speedup of the parallelized block MCMC algorithm
over the sequential algorithm on 8 computing cores.

Model Evaluation: We compare our results with two existing
publicly available ranking systems: IMDB movie ranking and
top business schools ranked by the US News & World Report.
We first extract all movies existing in our dataset and then
manually collect their corresponding ratings, the number of
votes/reviews from reviewers, and the box office values from
IMDB. The higher the rating score, the better the movie
is. The total number of movies is 73. Table III shows that
the IMDB rating score is consistently correlated with the
reputation probability generated from our algorithm. These
two different rating systems have different population of users.
The IMDB rating evaluates movie reputations by capturing
complicated relationships among many variables, while our
system is based on user activities on the Facebook social
platform. An obvious question that arises here is whether we
can use the number of votes/reviews or the box office revenue
to rank movie reputations. The results from Table III shows
that these two metrics do not have significant correlations with



the reputation and consequently they can not be considered
as good indicators to measure movie reputation. The larger
number of votes does not mean the better reputation, because
some voters might give biased votes even without watching
the movies. Similarly, a movie might attract a large number of
audience due to a large amount of money spent in advertising.
Most of the box office revenue is from the first couple of
months since their release. But this can not guarantee better
reputation because some people may regret watching it and
leave negative comments later.

To demonstrate the independence of our model to specific
categories, we compare with another popular and authoritative
data - top business school overall rankings based on many
factors, including faculty, students, funding, research, grad-
uates, academics, endowment, etc. We collected information
for about 35 business schools which also exist in our dataset.
Table III shows that the rank correlation between reputation
probability and the ranking by the US News & World Report
is relatively high. The lower the ranking is, the better the school
is, which leads to a negative correlation. P -value here for both
datasets is set to be 0.05.

TABLE III: Correlations between social brand reputation and
IMDB / top business school ranking.

Reputation ↔ IMDB rating score 0.757
Reputation ↔ the number of IMDB votes 0.440
Reputation ↔ the box office revenue 0.283

Reputation ↔ the US News & World Report -0.715ranking of top business school

C. Discussions

In addition to making comments on Facebook brand pages,
brand page administrators also allow users (“fans”) to like their
posts (we call it “post like”) and like their brand. Then the
obvious question that arises is: can we use metrics related
to these (the number of fans, the number of post likes, the
number of comments, the percentage of positive comments)
to rank brands in terms of reputations? To investigate this, we
calculate the correlation between our computed reputation and
these measurements respectively. Table IV shows that these are
not very well correlated with our brand reputation probability
and the two publicly available ranking systems. Consequently,
these are not good metrics for the purpose of predicting IMDB
rankings and Business school rankings. The general reasons for
this could be: 1) Some brands have longer history since their
foundation earlier than others on Facebook. Thus, it is quite
likely that they might have more “fans” in general. 2) Tough
users and easy-going users are considered as equally weighted
which is not fair. Other reasons might include: 1) Different
brands might have different posting frequencies resulting in
different number of posts and post likes. 2) The most important
reason according to us is that all these social actions performed
by users are less indicative of their intent than what they wrote
(comments).

Another obvious question coming out is that can we
mine some patterns based on the combination of all these
metrics. We want to use these metrics as features to build
a learning model based on our collected and labeled data.
In this work, we employ some existing linear and non-linear

TABLE IV: Correlations between other metrics and social
brand reputation, IMDB rating, Business school ranking. ‘#’:
number; ‘%’: percentage.

Social brand reputation VS. other metrics
Reputation ↔ # of fans −0.129
Reputation ↔ # of post likes −0.174
Reputation ↔ # of post likes per post −0.117
Reputation ↔ # of comments 0.153
Reputation ↔ # of positive comments 0.472
Reputation ↔ % of positive comments 0.424

IMDB rating VS. other metrics
IMDB rating ↔ # of fans 0.093
IMDB rating ↔ # of post likes −0.129
IMDB rating ↔ # of post likes per post 0.228
IMDB rating ↔ # of comments 0.142
IMDB rating ↔ # of positive comments 0.251
IMDB rating ↔ % of positive comments 0.257

Bschool ranking VS. other metrics
Bschool ranking ↔ # of fans −0.151
Bschool ranking ↔ # of post likes −0.107
Bschool ranking ↔ # of post likes per post −0.138
Bschool ranking ↔ # of comments −0.255
Bschool ranking ↔ # of positive comments −0.440
Bschool ranking ↔ % of positive comments −0.479

regression techniques, such as least absolute deviation, Poisson
regression, logistic regression, and SVM regression algorithms
to train our model on the movie rating data and test on the
business school ranking data. We calculate the rank correlation
between predicted value and existing labeled ranking. The
absolute value of the best rank correlation we obtained is 0.52
through SVM regression. This shows that combination of all
these parameters might also be not a good indicator to measure
social brand reputation.

Parameter Settings: Parameters are chosen based on prior
knowledge. We tried different parameter settings in our ex-
periments. Table V lists some combinations of parameters.
It shows that different parameter settings do not affect the
ranking results a lot, but they have some impact on the
reputation probability. All these probabilities are collected after
the mixing time when the probabilities are already converged.

V. CONCLUSION AND FUTURE WORK

In this work, we proposed a probabilistic graphical model
to represent the relationship between social brands and users.
This model not only captures the network information but
also includes the semantic information from users in terms
of the comments they make. One of the biggest advantages
of this model is that it reduces the biased effect from a
single user and a single comment. It collectively infers the
brand reputation and user positivity. To efficiently perform the
inference, we implemented a parallelized block-based MCMC
algorithm due to the existence of many conditional probability
independencies in our model. We conducted our experiments
on a large amount of data from Facebook, and compared our
brand reputations with two existing ranking systems: IMDB
movie ranking and top business school ranking by US News &
World Report. We also explained why other measurements like
number of fans, number of post likes, the percentage of positive
comments, etc. are not good indicators for brand ranking. We
also empirically studied the impact of parameter settings on
measuring brand reputation.



TABLE V: Different parameter settings for calculating probability of brand reputation (∗: the default setting). CI: correlation
with IMDB, CB: correlation with Business school ranking.

Probability of brand reputation CI CB
Parameter settings Kindle McDonald’s Starbucks Barack Obama MSNBC
δ = 0.1, α = 0.3, β = 0.6, γ = 0.7∗ 0.828 0.720 0.783 0.675 0.398 0.757 -0.715
δ = 0.05, α = 0.3, β = 0.6, γ = 0.7 0.880 0.694 0.829 0.689 0.358 0.711 −0.692
δ = 0.1, α = 0.2, β = 0.4, γ = 0.7 0.840 0.640 0.804 0.658 0.389 0.726 −0.700
δ = 0.1, α = 0.25, β = 0.45, γ = 0.7 0.807 0.710 0.784 0.642 0.345 0.743 −0.705
δ = 0.1, α = 0.3, β = 0.6, γ = 0.8 0.769 0.700 0.789 0.623 0.322 0.708 −0.686

In the future, we will make our graphical model more
comprehensive. Although more complicated model could make
the model more realistic, the computational complexity of
corresponding inference will also become more challenging.
Incorporating network information from other social platforms
like Twitter, Google+, LinkedIn, etc. could make brand repu-
tation assessment more reliable.
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