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Abstract
The emergence and ubiquity of online social net-
works have enriched web data with evolving inter-
actions and communities both at mega-scale and in
real-time. This data offers an unprecedented oppor-
tunity for studying the interaction between society
and disease outbreaks. The challenge we describe
in this data paper is how to extract and leverage epi-
demic outbreak insights from massive amounts of
social media data and how this exercise can bene-
fit medical professionals, patients, and policymak-
ers alike. We attempt to prepare the research com-
munity for this challenge with four datasets. Pub-
lishing the four datasets will commoditize the data
infrastructure to allow a higher and more efficient
focal point for the research community.

1 Introduction
“Social Media” is producing massive amounts of data, so
called “BIG DATA”, with volume, velocity, variety and verac-
ity (the four Vs in big data challenges) at an unprecedented
scale. Of the four challenges associated with this data, vol-
ume refers to the size of the data, velocity refers to the speed at
which the data is being generated, variety refers to the hetero-
geneity and complexity of the data (e.g., text in multiple lan-
guages, images, videos, voice, activities and demographics
of the producers, context, characteristics of consumers etc.),
and veracity of the data refers its resistance to the now perva-
sive spam users or other abuses. In addition, the connectivity
of the networks through which the data (e.g., “retweets” in
Twitter) propagate can drastically increase the data velocity
and volume.

But one may ask the omnipresent question, “So what?”
Having and producing big data by itself is of little value if
it is dormant. The data mining and artificial intelligence re-
search community must enable the next big step that “derives
accurate, actionable, predictive and timely knowledge from
heterogeneous, complex, online, high-dimensional, and mas-
sive data1.”

Detecting and tracking epidemic outbreaks in a population
is an important and challenging task in the course of preserv-

1http://www.nsf.gov/pubs/2012/nsf12499/nsf12499.htm

ing a sustainable world. The data we have curated over the
past few years offers an unprecedented opportunity to study
this challenge.

In this paper, we identify the real-time challenge in detect-
ing and tracking epidemic outbreaks. By releasing relevant
datasets from the social media, we aim to provide a platform
for researchers in the domain to work on the real-time chal-
lenge. “Social Media” data here is characterized by publicly
available data from multi-way communications, interactions,
crowd sourcing (e.g., Facebook), discussion forums, expert
blog sites (e.g., USA Today Health blog), general knowledge
repositories (e.g., Wikipedia), etc.

2 Motivation and Challenge
Early detection and tracking mechanisms are critical in re-
ducing the impact of epidemics and preventing the epidemics
from becoming unmanageable by making a rapid response.
For example, the cholera epidemic killed over 100,000 people
worldwide, and sickened 35 million people during the year
2010 [Enserink, 2010].

Traditional epidemic surveillance systems are primarily
built from virology and clinical data, which is manually col-
lected. For example, in order to detect the outbreaks of
influenza, the Japanese Infection Disease Surveillance Cen-
ter collected influenza patient data from nearly 5,000 clin-
ics [Aramaki et al., 2012], while Germany used 420 public
health departments to collect the infectious diseases data and
process the reports in 2009. The U.S. Centers for Disease
Control and Prevention (CDC) uses the same way to gather
the data. Other traditional methods include conducting ran-
domized telephone polls, or using sensor networks to detect
pathogens in the atmosphere [Metcalf et al., 1995]. However,
these surveillance systems have various drawbacks, such as
the delay due to slow reporting mechanisms, information ag-
gregation and processing times. Typically, there is a 1-2
weeks reporting lag. Thus, the traditional surveillance sys-
tems often fail to report rapidly emerging diseases like the
lung disease SARS in 2002 [Lew et al., 2003].

Real-time feedback in situations like epidemic outbreaks
is indispensable. But, due to human intervention and the lag
it introduces, traditional surveillance systems simply cannot
be consulted, even if such systems can eventually produce
accurate tracking or detection. In other words, insights of the
situation, no matter how precise, are rendered useless unless



they are derived in a timely fashion. Therefore, the major
challenge in tracking is how to do it in real-time.

Indeed, in [Ginsberg et al., 2009] the authors get accu-
rate and responsive prediction and tracking results by build-
ing proprietary models based on proprietary data, which is
Google’s own search history. Although Google generously
provide their flu trend for free via a website2, it is difficult
for the research community to contribute to this project effi-
ciently. Publishing high quality and rich datasets will com-
moditize the data infrastructure to allow a higher level focal
point for the research community.

3 Problem Statement
In contrast to tradition, social media, which has so far not
been widely adopted in surveillance systems, has the poten-
tial to provide the necessaries for a real-time epidemic de-
tection system because of its immediate responsiveness and
crowdsourcing power. The problem of detecting and tracking
epidemic outbreaks through social media can be defined as
follows. Given a disease or epidemic of interest, a time win-
dow, and a stream of textual or multimedia data from social
media, the task is how to extract relevant spatial and temporal
knowledge about the epidemic in the real world.

For example, Twitter users may post about an illness, and
the social links in the network, which may correspond to real-
world relationships, can give us clues about who these ill peo-
ple will most likely come in contact with. And there are more
than a thousand tweets each day that include the keywords
like “influenza” and “flu”. Furthermore, for social services
like Twitter and Instagram, user activities retrieved from pub-
lic API often come with accurate GPS-based location tags,
which can be accurately and instantaneously consumed by
prediction and detection mechanisms built upon social me-
dia data. By using social media surveillance system policy
makers can know the critical point for epidemics control, the
effectiveness of the policy, whether the real status is different
from the reported scenarios, etc; the medical professionals
can work on the treatment method earlier; and public health
officers could more effectively allocate healthcare workers,
resources and drugs.

Despite recent advances in mining techniques, there is a
gap to bridge between state-of-the-art and a desirable real-
time surveillance system. Not only the massive size of the
datasets challenge current data mining approaches, structure-
lessness, heterogeneity, and spam users also pose real chal-
lenges. Simply applying existing data mining algorithms to
the data cannot bridge this gap. Designing a system that can
collect massive unstructured web-scale big data in minimal
delay and process it efficiently is at the core of this real-time
challenge. Our contribution is to freely provide the appropri-
ate datasets, on which prospective methods can be tested.

4 Datasets
With this work, four distinct social media datasets are made
publicly available. Respectively, they are health-related blogs

2http://www.google.org/flutrends/

Table 1: Overview of four datasets.
Source BL FBW FBP INST
Metric
Entries 79K 29K 3.2M 154K
Dimensions 17 16 16∼70 26∼40
Start date 2008/7 2010/7 2012/10 2012/9
Sentiment labeled labeled labeled labeled
GPS tag none none some all
Format CSV CSV JSON JSON

Figure 1: Visualization of the curating and preprocessing
steps including sentiment classification and user statistics.

(BL), Facebook public walls of medical brands and organi-
zations (FBW), Facebook public posts mentioning health-
related terms (FBP), and media uploads from Instagram
(INST). Table 1 lists important metrics of the four datasets.
Our system will keep updating the four datasets daily.

Blogs (BL)
The BL dataset includes blog articles and user com-
ments from “Bites” (http://bites.today.com), “Life
Inc.” (http://lifeinc.today.com), “The Body
Odd” (http://bodyodd.msnbc.msn.com), and “USA
Today Health” (http://yourlife.usatoday.com).
Each blog associates two files, the blog file and the comment
file. The blog file contains articles published on that blog
website, while the comment file contains all users’ comments
to all articles in the blog file.

Facebook Public Walls (FBW)
FBW dataset contains public data from 19 Facebook walls
that are related to health issues such as “National Institutes
of Health”. Each Facebook wall is associated with three
csv files: the post file that contains official posts made by
the wall, the comment file that contains user comments to
the posts, and the post like file that contains user’s Facebook
“Post Likes”3.

3http://developers.facebook.com/docs/reference/api/post/



Facebook Public Posts (FBP)
In addition to public walls on Facebook, we have also re-
trieved public messages on Facebook directly. Using a list of
common medical conditions and diseases from Wikipedia4,
we are able to retrieve any public Facebook messages/posts
relevant to each item on that list.

Two aspects characterize the FBP dataset. First, unlike
other sources, the records from FBP are strongly heteroge-
nous. An average record would have 20 dimensions while
some records may have over 70 dimensions, some of which
are nested. The second aspect is how FBP is formed. Since
FBP is collected by searching, instead of listening to par-
ticular Facebook walls or Twitter handles, it can eventually
evolve into a real-time searchable knowledge base that com-
prises heterogenous data from heterogeneous sources.

Instagram Data (INST)
A main reason why INST is included as part of this package is
the geo-spatial information it provides. Most social network
services allow their users to enable GPS-based tag, and Insta-
gram is not the only one. But much more documents and pro-
files opt for enabling GPS tag than any other services. Since
epidemics spread mostly depending on spatial constrains such
as distance, altitude, accessibly, etc., GPS coordinates for the
happening event would be immensely valuable.

4.1 Data Curation
For the research community to better focus on building high-
performance analytics and mining infrastructures for out-
break detection, a series of complicated yet efficient steps,
as shown in Figure 1, is taken in creating our datasets. By
publishing and curating our datasets, the authors aim to stan-
dardize the preprocessing steps in organizing and labeling the
data.

Our datasets contain only the relevant information. Find-
ing and selecting what is relevant and interesting from the
inundation of web data is the first step in tackling big data.
In preparing our datasets, the authors collect Facebook data
only from health-/disease-related walls or posts, tweets only
relevant to epidemics and symptoms, etc.

Web-scale social media data lose half its value if they stay
static since publication. Maintaining a dataset over time en-
tails much more than calling the downloading scripts every
once in while. Live datasets requires not only dedicated, per-
sistent, and durable storage infrastructure but also compliance
with data provider’s APIs and policies. Both requirements are
exacting and expensive for individual researchers or small re-
search groups. In our collection, Bl is collected through web
crawling; FBW and FBP are collected through Facebook’s
Graph API5; INST is collected through the Instagram API6.

The proposed datasets also contain sentiment labels pro-
duced by high-accuracy algorithms [Hu et al., 2013]. High-
level semantic meanings are the cornerstone in understanding
social conversations [Zhang et al., 2011]. Its automation is
a necessary step towards real-time surveillance based on big
data.

4http://simple.wikipedia.org/wiki/List of diseases
5http://developers.facebook.com/docs/reference/api/
6http://instagram.com/developer/

Our datasets resemble the network properties of social net-
works. To address the increasing importance of social graphs
and to fully leverage the rich network information present in
our social media datasets, all repeating entities (e.g. user IDs)
are identified by globally consistent IDs. Every tweet or com-
ment is an identifiable part of a web-scale social graph.

Our datasets contain purely public information and are dis-
tributed freely via GitHub7.

5 Conclusion
Detection of epidemic outbreaks is a tremendous opportu-
nity for our research community to create real world impacts.
Early detection and tracking epidemics outbreaks is crucial
to policy makers, medical professionals, patients and public
health officials.

By publishing and curating large amount of social me-
dia data, the authors solicit researchers to build data analyt-
ics platform through scalable algorithms and architectures,
which then can constantly provide collective intelligence and
awareness of epidemic outbreaks in real time.
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