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Abstract—Neural networks are powerful solutions to many
scientific applications; however, they usually require long model
training time due to large training data sets or large model size.
Research has been focused on developing numerical optimization
algorithms and parallel processing to reduce the training time.
In this work, we propose a multi-resolution strategy that can
reduce the training time by training the model with the reduced-
resolution data samples at the beginning and later switching to
the original resolution data samples. This strategy is motivated
by the observation that coarser versions of many applications
can be solved faster than their denser counterparts, and the
solution to a coarser problem could be used to initialize the
solution to the denser problem. When applying the idea to
neural network training, coarse data can have a similar effect
on the learning curves at the early stage as the dense data
but requires less time. Once the curves no longer improve
significantly, our strategy switches to using the data in original
resolution. The key in this process is the ability to generate
multiple resolutions of a problem automatically, which could
usually be done with scientific applications with spatial and
temporal continuity. We use two real-world scientific applications,
CosmoFlow and DeepCAM, to evaluate the proposed mixed-
resolution training strategy. Our experiment results demonstrate
that the proposed training strategy effectively reduces the end-to-
end training time while achieving a comparable accuracy to that
of the training only with the original data. While maintaining
the same model accuracy, our multi-resolution training strategy
reduces the end-to-end training time up to 30% and 23% for
CosmoFlow and DeepCAM, respectively.

Index Terms—Deep Learning, Transfer Learning, Multi-
resolution Data

I. INTRODUCTION

Many scientific applications have successfully used deep

learning to solve their data analysis tasks [1]–[5]. One common

challenge in deep learning is to shorten the long training

time for the neural networks, which can be hours or days.

To have a reasonable training time, researchers have proposed

various techniques. For example, there are many approaches

for speeding up the training procedure by improving scalabil-

ity, such as large-batch training [6], [7], exploiting different

forms of parallelism [8], asynchronous training [9], reducing

communication during training [10], [11], and so on. Other

approaches focus on the statistical efficiency of optimization

algorithms to reduce the number of training iterations, such as

AdaGrad [12], Adam [13], AdamW [14] and variance-reduced

SGD [15], [16]. In this work, we approach the issue of long

training time from a different angle. We exploit a physics

principle to enable an effective transfer learning procedure to

provide an alternative strategy.

In this paper, we propose a multi-resolution training strategy

(MRT) that reduces both computation and communication

time when training the neural network model in parallel.

The strategy trains the model using reduced-resolution data

samples first and later switches to the original-resolution data.

Training the model with coarse-resolution data takes a shorter

time than the original data because each training sample size

is reduced, resulting in less computation cost. Once the loss

curve stops improving, we switch back to use the original

resolution data to continue the training. At the end when the

training converges, a comparable accuracy can be achieved

as if the model is trained entirely using the original data.

We take the continuity in scientific problems to generate

coarser versions of the input data and demonstrate that simple

strategies for reducing data resolution could work well. To

construct a model for training the coarse data, we present

a working choice of sub-network transfer which requires a

small adjustment on the model architectures. We also propose

a switching mechanism that triggers the switch based on the

changes of training loss in a given time window to decide

when to switch from the coarse to the dense data.

Our training strategy is motivated by multigrid strategies

in scientific computing [17], [18]. The data from scientific

problems often are the discretization of some physical quan-

tities, such as temperature and pressure from an atmospheric

application, DeepCAM [19], dark matter mass distribution in

CosmoFlow [3]. In these cases, the physical quantity could be

discretized at different resolutions; a coarse resolution would

lead to smaller arrays while a denser resolution leads to

larger arrays. Various multigrid strategies have been proposed

to take advantage of the multiple resolutions of the same

physics quantities [17], [18]. The main idea behind these

strategies is that a scientific problem could be solved with
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less computational effort at a coarse resolution, though the

solution might have more uncertainty. For iterative methods,

such coarse data can potentially be used at the beginning of

the iterations until the intermediate solution reaches a similar

value as the one when using the dense data only. The time to

reach such a point is expected to be smaller. The same idea

can be applied to neural network training if we can transfer

the model trained with coarse data at the beginning to train

with dense data.

We evaluate the multi-resolution training strategy using two

real-world scientific applications, CosmoFlow and DeepCAM,

from the MLPerf HPC v0.7 training benchmark suite [20],

[21]. Both applications have large multi-channel datasets and

suffer from expensive computational time during the training.

Our experiments were carried out on two supercomputers,

Summit at Oak Ridge National Laboratory (ORNL) and Cori

at National Energy Research Scientific Computing (NERSC).

The goal of the multi-resolution strategy is to reduce the end-

to-end model training time while keeping the same validation

accuracy as the model trained with the original data. We empir-

ically verify that our training strategy can effectively transfer

knowledge from the low-resolution data through network-

based transfer learning. The transferred knowledge from the

pre-trained model successfully boosts the training efficiency

of the original model. Compared to training on the original

model, we observe an end-to-end training time improvement

of up to 30% and 23% for CosmoFlow and DeepCAM

without losing accuracy. In addition, we present the scaling

performance results of running the training in parallel on 32

to 128 GPUs, with the timing breakdown of I/O, training,

and inter-process communication. We also study the impact

of different switching points from coarse to dense data on

the total training time. Our experimental results demonstrate

that the proposed strategy can successfully reduce end-to-end

training time without losing model accuracy.

II. BACKGROUND AND RELATED WORK

A. Continuity in Scientific Applications

In many scientific applications, the data are usually physical

quantities discretized in the space or time domain. Thus, there

is inherent continuity among the data elements. Consequently,

it is possible to generate a coarser version of the datasets by

simply sampling fewer numbers of data elements or by taking

averages of neighbor elements. In this work, we consider a

few representative coarsening schemes.

In scientific computing, there are many other strategies to

make use of this continuity. For example, Suisalu et al. [18]

solve cosmology problems using multigrid methods. A similar

multigrid method is also used to solve climate modeling

problems [17]. Note that the multigrid procedures have a

strong mathematical foundation. These previous works show

effective use-cases of multigrid methods. We adopt this core

idea to large-scale deep learning to accelerate neural network

training.

B. Transfer Learning

Transfer learning techniques have shown to be effective in

many deep learning applications [22]–[24]. Transfer learning

techniques are usually designed to get useful knowledge trans-

ferred across different domains. When using neural networks

for transfer learning, they are first pre-trained in the source

domain, and then either a part of the model or the whole model

is re-trained on the destination domain datasets. For example,

ImageNet is usually used in computer vision tasks to pre-

train the model before further fine-tuning for the downstream

tasks [25], [26]. When the target dataset is small, fine-tuning

the whole model might cause overfitting [27]. Thus, the few

input side layers can be frozen while the rest are fine-tuned.

Various works have studied which and how many layers should

be frozen during fine-tuning [27], [28]. In this paper, we

borrow the neural network-based transfer learning approaches

to transfer knowledge from the low-resolution task to the

original task for the purpose of speeding up overall training.

C. Synchronous SGD with Data Parallelism

Many machine learning applications use stochastic gradient

descent or its variants to solve domain-specific optimization

problems. Mini-batch SGD iteratively utilizes a random subset

of training data points to compute the gradients for adjusting

model parameters. To reduce the training time, researchers

have proposed many parallel training algorithms. Synchronous

SGD representing the synchronous-parallel version of mini-

batch SGD is the most conventional algorithm. With data

parallelism, each mini-batch is evenly distributed to workers.

Each worker processes the assigned data to compute the gra-

dients independently. Then, the gradients are averaged across

all the workers using inter-process communication. We use

synchronous SGD with data parallelism that provides the op-

timal statistical efficiency compared to other communication-

efficient algorithms that can potentially harm the accuracy.

D. CosmoFlow

CosmoFlow is a project that develops a deep learning tool

for analyzing cosmology data. It is included in the MLPerf

HPC Training benchmark [20], an industry-standard perfor-

mance benchmark for evaluating Machine Learning perfor-

mance on large-scale HPC systems. Mathuriya et al. proposed

adopting a 3D convolutional neural network to estimate the

initial condition of the universe based on the 3D simulations

of the distribution of matter [3], [21]. This application incor-

porates large multi-dimensional data samples containing 3D

cubes of size 1283 with four redshift channels. The large size

of the CosmoFlow dataset makes it computationally expensive

to train over many iterations.

E. DeepCAM

The Community Atmospheric Model is a global atmosphere

model for simulating long-term climate trends in the earth’s

atmosphere [19]. One way to validate such a simulation is to

extract critical atmospheric events such as atmospheric rivers

and tropical cyclones. DeepCAM is a test benchmark for
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using deep learning to identify such events from a CAM5

simulation dataset [19]. The data samples in the test dataset

are defined as 2D meshes of the earth’s surface, and labels

are provided for each mesh point when an event of interest

is present. This test problem is also included in the MLPerf

HPC Training benchmark. The dataset of DeepCAM contains

meshes of size 768 x 1152 with 16 variables at each mesh

point. With such massive data volume and a large encoder-

decoder segmentation architecture, the application DeepCAM

is computationally challenging.

III. MULTI-RESOLUTION TRAINING

The proposed multi-resolution training strategy (MRT)

draws inspiration from the multigrid solution strategies; that is,

solving the coarser version of a problem could help in solving

the denser version of the same problem. In addition, there

is an observation that when neural networks are trained on

images, the first layer features resemble each other regardless

of the exact dataset [29]. For features transferred from different

tasks, it is shown that learned features are better than random

initialization, even for distant tasks [27]. Thus, we expect that

the transferred weights from the model trained on a lower

resolution dataset of the same task can be beneficial to the

training on the dense dataset.

Given a scientific dataset with large data samples, training a

neural network can be time-consuming. The training time can

be largely reduced by reducing the size of training samples by

reducing their data resolution. However, if we train the neural

network with low-resolution data only, the generalization

performance will be affected, causing higher validation loss

and lower accuracy. To efficiently utilize the low-resolution

data to train the neural network while not hurting the model’s

generalization performance, we propose adopting a two-stage

training procedure.

Training procedure – Given a deep learning model M, i.e.,

a function M(xi, yi, w) : R
n → R

m mapping n-dimensional

input samples X to m-dimensional labels Y with parameters

(weights) w, we use the original dataset with samples X and

labels Y as the dense dataset. Firstly, we preprocess the input

samples X into coarse samples Xc and labels Y into Yc as the

coarse dataset. Then, in the first training stage, we construct

the coarse model Mc based on M and train the neural network

with the coarse dataset, Xc and Yc, for Tc iterations. After

having the coarse model Mc pre-trained with the coarse set

Xc, we pass the weights of partial layers from Mc to initialize

the original model M, the dense model. The rest layers in the

dense model are initialized with random weights. Then, in the

second training stage, we employ the dense dataset X and Y
to fine-tune the dense model M for T iterations.

A. Creating Coarse Training Dataset

Given a set of training samples, we reduce their resolutions

uniformly to create a new dataset. We refer to this dataset as

the coarse dataset Xc and the original dataset as the dense

dataset X for the rest of the paper. Various techniques for

data reduction have been proposed, such as dimensionality

(a) CosmoFlow (b) DeepCAM

Fig. 1. Schematic of convolutional neural network used in CosmoFlow and
DeepCAM. The layer that is different between the dense and the coarse model
is marked in yellow. The input sample sizes and the output sizes of the last
convolutional layer of the dense and the coarse model are shown on the left
and right columns, respectively.

reduction and numerosity reduction. Considering to transfer

the partial network model pre-trained with the coarse dataset

to continue to train with the dense model, we keep the same

number of dimensions of the data samples and adopt a simple

strategy to reduce the data resolution. For each data dimension,

we keep the number of channels unchanged if they represent

different figures and reduce the size of other dimensions based

on their scientific features. For example, a training sample xi

from the CosmoFlow dataset is a 4D array, where the first three

dimensions denote the 3D matter distribution, and the last one

consists of 4 channels representing 4 different redshifts. In this

example, we reduce the data resolution along the first three

dimensions of each sample by averaging every 23 neighbors

of a data point. The resulting coarse sample is referred to

as xci. As for the DeepCAM dataset, climate variables are

stored on 1152 x 768 spatial grids in the data sample xi. There

are 16 pixel-wise variables for each spatial grid containing

wind speed, temperature, pressure, precipitation, etc. Thus, for

each climate variable, we calculate the average values of each

adjacent 2 x 2 spatial grid to create a coarse sample xci. Note

that the size of labels can be related or unrelated to the size

of data samples. In this case, we keep the same labels Y for

the coarse dataset as the dense dataset.

B. Model Architecture for Multi-Resolution Training

We adjust the original model in order to train with coarse

data. In the rest of the paper, we refer to the original model

to be trained with the original resolution data as the dense

model, M, and the adjusted model to be trained with reduced-

resolution data as coarse mode, Mc. With the smaller input
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size, the output size of the last convolutional layer also

becomes smaller. Recent work on transfer learning suggests

parameters in the neural network usually converge from the

input side to the output side layers [30]. Thus, when construct-

ing the coarse model Mc based on the dense model M, we

keep the structures of the input side layers the same and only

adjust the output side layers. As typical convolutional neural

networks are composed of alternate convolution layers and

pooling layers with or without several fully connected layers

at the end [31], we accordingly categorize them into two types:

with or without fully connected layers. For models consisting

of convolution layers at the input side and fully connected

layers at the output side, we only adjust the size of the weights

of the first fully connected layer without adding extra layers.

For example, for the model architecture of the CosmoFlow

in Figure 1 (a), as shown on the right side, using the coarse

sample xci causes the output size of the last convolutional

layer to be smaller than the one in the dense model, which is

shown on the left side. Thus, we keep the size of weights in

the convolutional layers and the output side fully connected

layers marked in orange unchanged and only adjust the size

of weights of the fully connected layer marked in yellow for

the coarse model Mc.

For fully convolutional networks, the output size of the

last layer reduces as the input sample size becomes smaller.

Thus, we add an extra upsampling layer at the output side

to adjust outputs to match the size of the labels Y . For

example, DeepCAM implements a convolutional encoder-

decoder segmentation model, which is shown in [19]. From

the simplified structure shown in figure 1 (b), we can see that

with a coarse sample as the input, the size of the output of

the decoder is proportionally reduced. Thus, we add an extra

upsampling layer at the output side in the coarse model to fill

the new grids with values from the nearest neighbors. Without

making changes to the labels, we use the same loss function

for both the coarse and the dense model.

C. Switching Mechanism

Using the transfer learning techniques, we pass the weights

of convolution layers from the pre-trained coarse model Mc

to initialize the corresponding layers in the dense model M.

The weights of the rest of the layers are randomly initialized.

For example, in the CosmoFlow case, the weights of all

convolution layers are transferred from the coarse model to the

dense model, while the weights of all fully connected layers

are randomly initialized. In our implementation, after training

the coarse model on GPUs, we first load the coarse model onto

the CPUs. Then, the transferred weights are copied from the

coarse model to the dense model. Finally, the dense model is

offloaded onto the GPUs to be further trained with the dense

dataset.

In transfer learning, people sometimes fine-tune all param-

eters in the model or freeze some top (output side) layers. In

our multi-resolution training, because the pre-trained coarse

model was trained using data Xc containing less information

compared to the original set X , freezing layers may affect the

generalization performance. Thus, we fine-tune all the weights

in the dense model M using the dense set X without freezing

any layers.

In multi-resolution training, finding a proper switching point

is important. We need to decide how many epochs to train on

the coarse model Mc before switching to the dense model

M. Without sufficient training, transferred weights may have

little effect on the dense model. However, training in the first

stage for too long can add much extra cost to the overall

training time. Thus, we propose a switching mechanism to

decide when to switch from training on the coarse model to

the dense one. Specifically, we look for the turning point of

the training loss curve by measuring the reduction of minimum

loss in consecutive epochs. When the reduction in the recent

T epochs is smaller than the current threshold ε, we stop

the training on the coarse set Xc and switch the model. The

threshold ε is set based on the peak magnitude of the loss

function, which can be tuned to adapt to different tasks and

datasets.

D. Parallelization

Under settings described earlier, we adopt synchronous

SGD with data parallelism in our training. For each iteration,

one mini-batch is evenly assigned to all processes to compute

the gradients locally. Once the data has been processed, all

the workers use inter-process communication to average the

gradients, done by all-reduce communications. Then, all the

workers use the synchronized gradients to update their local

models. Thus, the communication cost is proportional to the

size of the model and the number of GPUs.

It is common to shuffle the training samples per epoch.

We restrict the inter-process shuffling to reduce expensive

I/O costs. Given N training samples, B as the global batch

size, and P as the number of processes, we evenly divide

samples into P groups and randomly assign each process

with one group of samples per epoch. Then, each individual

process randomly reads B
P samples from the assigned samples

at each iteration. In Section IV, we will further analyze the

parallelization performance.

IV. EVALUATION

In this section, we evaluate the performance of our multi-

resolution training strategy using two real-world scientific

applications: CosmoFlow and DeepCAM. All the experiments

are conducted on two supercomputers: Summit at ORNL and

Cori at NERSC, with different hardware configurations.

A. Experimental Setup

We conduct experiments on two large-scale HPC platforms,

Cori and Summit. Cori is a Cray XC40 supercomputer that

has 18 nodes for GPU machines. Each node has two sockets

of Intel Xeon Gold 6148 (Skylake) CPUs, 8 NVIDIA V100

GPUs, and 384 GB memory space. Summit is an IBM AC922

system that consists of 4,608 nodes. Each node has two sockets

of IBM Power9 CPUs, 6 NVIDIA V100 GPUs, and 512 GB

memory space.
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For CosmoFlow, we use IBM Watson Machine Learning

Community Edition 1.7.0-3, which supports TensorFlow 2.1.0

and Horovod 0.19.0 on Summit. On Cori, we use TensorFlow

2.2.0 and Horovod 0.19.0. For DeepCAM, we follow the

source code from MLPerf HPC reference implementations at

[32] using PyTorch. We use PyTorch 1.7.1 and Distributed-

DataParallel (DDP) from Apex on Summit and Cori. Our

experiments use 32 to 128 GPUs and have one MPI rank per

GPU allocated (i.e., 6 ranks per node on Summit and 8 ranks

per node on Cori).

On Cori, the Lustre parallel file system is used to store the

datasets. On Summit, our datasets are stored on Alpine, which

is a POSIX-based IBM Spectrum Scale parallel file system.

Model architectures – We use the adapted neural network

models based on the ones provided in the MLPerf HPC bench-

mark suite. For CosmoFlow, we use a modified version of Liv-

ermore Big Artificial Neural Network (LBANN), consisting

of 7 3-D convolutional layers followed by 3 fully connected

layers. For DeepCAM, we use the modified DeepLabv3+

network, which consists of an Xception network [33] as an

encoder, atrous spatial pyramid pooling (ASPP) [34] blocks,

and a decoder.

When switching from the coarse model to the dense model,

based on III-C, we transferred the learned weights of con-

volution layers from the coarse model. For CosmoFlow, the

weights of fully connected layers are randomly initialized.

Then, the dense models are trained on the dense dataset by

fine-tuning all trainable parameters.

B. Performance Results of CosmoFlow

CosmoFlow is a deep learning tool for Cosmology data

analysis. The training data of CosmoFlow are simulated

3-dimensional distributions of masses with different initial

conditions. For each initial condition, there are 4 channels

representing the evolved universe with 4 red-shift values.

Each sample represents the simulated problem domain, which

represents the universe by binned into a cube of size 512 x

512 x 512. Then, the cubes are further reshaped into 128 x

128 x 128 x 4 by concatenating the binned cubes from 4

red-shifts on channel dimension. Given the mass distributions,

CosmoFlow estimates 4 initial conditions of the universe.

Thus, each sample size is 128 x 128 x 128 x 4, and the label

size is 4. There are 80 HDF5 files and each file contains 128

samples, which are split into 80% training, 10% validation,

and 10% test sets. These files are generated from the same

source files as CosmoFlow from the MLPerf HPC training

benchmark suite.

In the MLPerf HPC benchmarks, the CosmoFlow model is

trained with the standard SGD optimizer. The loss function

is Mean Square Error (MSE), and the initial learning rate is

0.001, which is dropped to 2.5× 10−4 and 1.25× 10−4 at 32

and 64 epochs. The global batch size is set to 64. The target

quality used in the MLPerf HPC benchmark is mean-absolute-

error (MAE) < 0.124.

We adjusted the settings and trained the model using Adam

optimizer [13]. We set the global batch size to 256 and used

TABLE I
THE VALIDATION LOSS, TRAINING EPOCH, TOTAL TRAINING TIME (ON

CORI AND SUMMIT) FOR COSMOFLOW WITH 32 GPUS. THE TIMINGS

ARE ALL IN SECONDS. MRT REDUCES THE TRAINING TIME BY 30% OVER

THE BASELINE (DENSE).

Dataset Validation
loss (MSE)

Number of
epochs

Total time
(Cori)

Total time
(Summit)

Coarse 0.0066 85 145.35 148.75
Dense 0.0025 88 1073.60 858.00

MRT 0.0025
55 (coarse) +

54 (dense)
752.85 622.75

TABLE II
THE VALIDATION LOSS, TRAINING EPOCH, TOTAL TRAINING TIME (ON

CORI AND SUMMIT) FOR COSMOFLOW WITH 64 GPUS. THE TIMINGS

ARE ALL IN SECONDS. MRT REDUCES THE TRAINING TIME BY 27% OVER

THE BASELINE (DENSE).

Dataset Validation
loss (MSE)

Number of
epochs

Total time
(Cori)

Total time
(Summit)

Coarse 0.0066 85 102.00 90.95
Dense 0.0025 88 561.44 483.12

MRT 0.0025
55 (coarse) +

54 (dense)
410.52 355.31

0.002 as the initial learning rate. The learning rate is decayed

twice with a factor of 0.1 at 50 and 75 epochs. We evaluate

our multi-resolution training method over training with the

original dataset with CosmoFlow on Summit using 32 and 64

GPUs. Given data samples with the size 128 x 128 x 128 x 4,

we divide the cubes of size 128 x 128 x 128 into small cubes

of size 2 x 2 x 2 and replace the small cubes with the sum of

8 values in them to get the coarse samples of size 64 x 64 x

64 x 4. The best-tuned model using the original dataset could

achieve the validation loss (MSE) of 0.0025 and validation loss

(MAE) of 0.023. Thus, we set 0.0025 as the target validation

loss (MSE) to decide when to stop the training.

We refer to baseline case as the original neural network

models trained with only the dataset in the original resolution,

i.e., dense data. Tables I and II show the performance of

the baseline, training only with the coarse dataset, and our

proposed multi-resolution training strategy (MRT) in terms of

validation loss, the number of training epochs, and the total

training time on both Cori and Summit. We average the results

over five random seeds for each training strategy. First, as we

expected, training only with the coarse dataset takes a much

shorter time than training with the original dataset. However,

with the best-tuned hyper-parameters, the end validation loss

is 0.0064, which cannot achieve a similar one as the baseline.

Because the coarse dataset is generated by summing up the

adjacent elements, it does not contain enough information

for more accurate predictions. Second, we can see that the

proposed multi-resolution training strategy reduces the training

time by 29.87% on Cori and 27.42% on Summit. This end-

to-end training time comparison clearly shows how effectively

our proposed training strategy speeds up the neural network

training.
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Fig. 2. The learning curves of CosmoFlow of the baseline and our proposed MRT strategy. The global batch size is 256 and the learning rate is 0.002. We
used Adam optimizer. Using Mean Squared Error (MSE) metric, the achieved validation loss is 0.0025.

(a) Summit (b) Cori

Fig. 3. Comparison of the training timing breakdown for CosmoFlow between baseline and the proposed MRT strategy on Summit (a) and Cori (b).

TABLE III
THE AVERAGE EPOCH TIMING BREAKDOWN FOR COSMOFLOW ON

SUMMIT. THE TIMINGS ARE ALL IN SECONDS.

Number
of GPUs Dataset I/O

time
Comm
time

Comp
time

Average
epoch time

32
Coarse 0.04 0.23 1.48 1.75
Dense 0.00 0.44 9.31 9.75

64
Coarse 0.00 0.28 1.07 1.35
Dense 0.04 0.59 4.86 5.49

Figure 2 shows the training and validation loss curves of

the baseline and our proposed MRT strategy. From figure

2, first, we can see that the loss curves of MRT have a

spike when switching the model. Because the fully connected

layers are newly initiated, and the input data is different, the

model takes a few epochs to adjust to the data samples with

different resolutions. Second, comparing the curves of the

second training stage of MRT with the first half curves of

the baseline, after training for about 20 epochs, both losses of

our proposed strategy become smaller than the corresponding

values in the baseline. This shows that transferred knowledge

from the coarse model boosts the training with the dense

dataset after switching the model without affecting the end

validation accuracy.

Scaling performance – The two supercomputers, Summit

and Cori, have different hardware configurations. With differ-

ent settings of GPUs, we expect different computation times

per GPU. Also, different communication networks and file

system settings can affect the communication time and the

I/O time. Thus, we measure and present the performance of

CosmoFlow on both supercomputers. We use the same hyper-

parameter settings and train both models with three random

seeds to calculate the mean values.

1) Summit GPU Nodes: Figure 3 compares the end-to-end

training time for CosmoFlow between the baseline and our

strategy using 32 and 64 processes on Summit. The model does

not fit into fewer than 32 GPUs. Thus, we present the scaling

performance from 32 processes (GPUs). The training time on

the coarse model is marked in yellow. The figure shows that

training on the coarse model only takes a small portion of

time. When using 64 GPUs on Cori, the learned knowledge

helps largely reduce the training time on the dense model

(344.52 sec) to achieve the target validation loss compared

to the baseline (561.44 sec). Therefore, the total training time

of our proposed training strategy ends up being shorter than

the baseline.

Table III presents the scaling performance of CosmoFlow

on Summit GPU nodes. First of all, as data samples are

prefetched for each epoch, most of the I/O time for training

with the coarse or the dense dataset is overlapped with the

computation time. For the dense model, when increasing the

number of GPUs to 64, partial I/O cost is exposed due to

reduced computation time. Second, though the input data size

becomes 1/8 for the coarse model, the sizes of the weights of

convolutional layers and the last two fully connected layers

are the same. The weight size of the first fully connected

layer becomes 1/8 for the coarse model. Thus, the average

communication cost per epoch of the coarse model is around

half of training with the dense set. When using 64 GPUs, the

communication cost increases as more processes are involved

in the synchronization at each iteration. Third, we can see

that the computation time significantly reduces when training

on the coarse dataset. Because of the small input data size,
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TABLE IV
THE AVERAGE EPOCH TIMING BREAKDOWN FOR COSMOFLOW ON CORI.

THE TIMINGS ARE ALL IN SECONDS.

Number
of GPUs Dataset I/O

time
Comm
time

Comp
time

Average
epoch time

32
Coarse 0.09 0.13 1.49 1.71
Dense 1.27 0.21 10.72 12.20

64
Coarse 0.05 0.19 0.96 1.20
Dense 0.37 0.19 5.67 6.38

training with the coarse dataset has much lower computation

cost.

2) Cori GPU Nodes: We perform the same CosmoFlow

experiments on Cori. Table IV and figure 3 (b) show the perfor-

mance results of CosmoFlow on Cori. The timing breakdown

shows similar performance results compared to the results on

Summit. Note that due to different hardware configurations,

the computation time of the dense model on Cori is longer

than that on Summit, while it is the opposite for the coarse

model results. Thus, the training time of the coarse model

takes a smaller portion of the total time than that on Summit.

C. Performance Results of DeepCAM

DeepCAM is a deep learning tool for the segmentation of

extreme weather phenomena. The model is trained with the

CAM5 dataset, which contains simulated climate variables

stored on an 1152 x 768 spatial grid. For each grid, the sample

contains 16 channels representing water vapor, precipitation,

pressure, etc. The grid-level mask labels are generated with

the Toolkit for Extreme Climate Analysis and a flood fill

algorithm. They correspond to 3 classes: Tropical Cyclone

(TC), Atmospheric River (AR), and background (BG) class.

So, each sample size is 1152 x 768 x 16, and the corresponding

label size is 1152 x 768. The CAM5 dataset has 63K samples

in total, which are split into 80% training, 10% validation, and

10% test samples.

Following the same settings used in the MLPerf HPC

Training v0.7 benchmark [21], we trained a modified version

of DeepLabv3+ network on the CAM5 dataset using LAMB

optimizer [35], the layer-wise adaptive optimizer for large-

batch training. For the segmentation accuracy, we use the

intersection over union (IoU) metric, which measures how

much the given two regions are overlapped with each other.

In the original publication describing this application [19], the

IoU accuracy achieved is 73%. In the MLPerf HPC Training

v0.7 benchmark [21], DeepCAM is trained until reaching

the quality target, 0.82 of the validation IoU between the

predictions and the targets. We adopt the same target validation

accuracy to train the model until the validation accuracy

reaches 0.82. Because of the class imbalance, DeepCAM uses

the weighted cross-entropy loss. Due to the GPU memory

limitation, we use 2 as the local batch size for the dense model.

For the baseline and our proposed MRT strategy, we present

results with the best-tuned hyper-parameter settings. We use

0.001 as the initial learning rate and decay the learning rate by

TABLE V
THE VALIDATION ACCURACY, TRAINING STEP, THE TOTAL TIME ON CORI,
AND THE TOTAL TIME ON SUMMIT FOR DEEPCAM WITH 64 GPUS. THE

TIMINGS ARE ALL IN SECONDS. MRT REDUCES THE TRAINING TIME BY

23% OVER THE BASELINE (DENSE).

Dataset Validation
accuracy

Number of
iterations

Total time
(Cori)

Total time
(Summit)

Coarse 0.75 4500 2301.29 2318.26
Dense 0.82 8900 4924.79 4324.53

MRT 0.82
1888 (coarse) +

5100 (dense)
3787.59 3450.74

TABLE VI
THE VALIDATION ACCURACY, TRAINING STEP, THE TOTAL TIME ON CORI,
AND THE TOTAL TIME ON SUMMIT FOR DEEPCAM WITH 128 GPUS. THE

TIMINGS ARE ALL IN SECONDS. MRT REDUCES THE TRAINING TIME BY

18% OVER THE BASELINE (DENSE).

Dataset Validation
accuracy

Number of
iterations

Total time
(Cori)

Total time
(Summit)

Coarse 0.75 4500 1326.16 1552.50
Dense 0.82 4500 2507.44 2159.24

MRT 0.82
1652 (coarse) +

2800 (dense)
2047.04 1913.47

a factor of 10. We evaluate the performance on Summit and

Cori using 64 and 128 GPUs. With the size of the original set

as 1152 x 768 x 16, we preprocess the samples to the coarse

dataset with the size 576 x 384 x 16.

The computational efficiency is affected if we keep using a

small local batch size when training with the coarse dataset.

Thus, very limited time reduction is gained compared to using

the dense dataset. Reduced sample sizes allow a larger number

of samples assigned to one worker, so we increase the local

batch size to 8 when training with the coarse set. We use 250

as the patience and 0.001 as the improvement threshold on

training loss to decide when to switch the model. When the

improvement in training loss is smaller than the threshold for

a number of iterations as the patience, we switch the model

at the end of the current training epoch.

Table V and Table VI present the validation accuracy, the

number of training iterations, the training time comparison

among the baseline, the training only with the coarse dataset,

and our proposed MRT strategy. First, since less information

is included in the coarse samples for a specific geographic

region, the best validation accuracy that can be achieved with

the coarse dataset is reduced to 0.75. Second, we can see that

our training strategy achieves the same accuracy with 23.09%

reduced end-to-end training time on Cori and 20.20% reduced

time on Summit compared to the baseline. It indicates that our

method not only boosts the training efficiency of regression

problems like CosmoFlow but also improves the performance

of pixel-level segmentation problems.

Figure 4 shows the training and validation accuracy cal-

culated with IoU of the baseline and our proposed training

strategy. The training accuracy is measured for every 10

iterations (steps), and the validation accuracy is for every 100
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Fig. 4. The training and validation accuracy (IoU) curves of DeepCAM of the baseline and our proposed MRT strategy. The global batch size is 128 and the
learning rate is 0.001. We used LAMB optimizer. Using the Intersection over Union (IoU) metric, the achieved validation accuracy is 0.82.

(a) Summit (b) Cori

Fig. 5. Comparison of the training timing breakdown for DeepCAM between baseline and the proposed MRT strategy on Summit (a) and Cori (b).

TABLE VII
THE AVERAGE EPOCH TIMING BREAKDOWN FOR DEEPCAM ON SUMMIT.

THE TIMINGS ARE ALL IN SECONDS.

Number
of GPUs Dataset I/O

time
Comm
time

Comp
time

Average
epoch time

64
Coarse 3.15 8.24 110.19 121.58
Dense 8.23 30.69 421.23 460.15

128
Coarse 2.29 10.38 68.75 81.42
Dense 4.89 16.19 205.88 226.96

iterations. Similar to the curves of CosmoFlow, there is a spike

when switching between the coarse and the dense models.

Comparing the baseline with the second phase of training

with the MRT strategy, we can see that both the training and

validation accuracy curves of our proposed MRT strategy are

higher than the baseline. Also, with the proposed strategy, the

same accuracy is achieved with fewer training iterations. These

results demonstrate that our proposed training strategy reduces

the end-to-end training time without losing accuracy.

Scaling performance – We also study the scaling perfor-

mance of the DeepCAM application on Summit and Cori.

Compared to CosmoFlow, DeepCAM has a significantly larger

model. Thus, we expect a different performance impact of

our proposed training strategy on DeepCAM. Note that the

model does not fit the memory space when using fewer than

64 GPUs; thus, we scale up the training to 128 GPUs.

1) Summit GPU nodes: Figure 5 presents the scaling per-

formance of DeepCAM on Summit. We can see how our

proposed method affects the end-to-end training time. Training

with the coarse dataset has a much cheaper average epoch time

than training with the dense dataset. Though training with

TABLE VIII
THE AVERAGE EPOCH TIMING BREAKDOWN FOR DEEPCAM ON CORI.

THE TIMINGS ARE ALL IN SECONDS.

Number
of GPUs Dataset I/O

time
Comm
time

Comp
time

Average
epoch time

64
Coarse 2.19 3.66 114.84 120.69
Dense 8.96 19.14 495.92 524.02

128
Coarse 2.39 8.92 58.25 69.55
Dense 4.09 12.78 246.69 263.56

the coarse dataset brings extra cost, the wall-clock time is

reduced due to the reduced training steps on the dense dataset

to achieve the same validation accuracy. Table VII shows

the timing breakdown of the average training time per epoch

for both the coarse and the dense datasets. We can see that

the computation time and exposed I/O time are significantly

reduced for the coarse model. Because in the coarse model,

the input samples are 1/4 size of the dense samples, which

reduces the computation cost. The communication time of the

coarse model is also reduced compared to the time of the dense

model, which corresponds to what we expected. Since the local

batch size increases when using the coarse dataset, the number

of iterations per epoch is reduced accordingly. Considering that

the structure of layers with trainable weights is not changed

between two models, the amounts of gradients averaged per

iteration are the same. However, due to fewer synchronizations

conducted for the coarse model, the communication time

becomes shorter.

2) Cori GPU nodes: We compare the performance of

DeepCAM adopting the same settings on Cori. Figure 5 (b)
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(a) (b)

Fig. 6. (a) The learning curves of CosmoFlow on the coarse model. (b) The end-to-end training times for different epoch numbers when switching the model.

(a) (b)

Fig. 7. (a) The learning curves of DeepCAM on the coarse model. (b) The end-to-end training times for different iteration numbers when switching the
model.

presents the scaling performance of DeepCAM on Cori. The

end-to-end training time shows similar performance results to

that on Summit GPU nodes. Table VIII presents the timing

breakdown of training with the coarse and the dense model

on Cori. Similar analysis has been given with the observation

of the same trend of the largely reduced time on the coarse

model.

D. Impact of Switching Point

Picking a proper epoch number to switch from the coarse to

dense model is critical to the end-to-end training time. In order

to study the impact of the model switch points, we repeated

the entire training 10 times, each using a different switching

epoch number. This experiment is used to compare against

the automatic switching approach that uses a threshold and

patience on the training loss. In our case, we set the patience

to 5 epochs and the improvement threshold to 0.001.

Figure 6 (b) shows the end-to-end training times of Cos-

moFlow when switching from coarse to dense models at

a given epoch number. The curve points out that the best

end-to-end training time (the lowest value) is achieved when

switching at epoch 60, corresponding to the switching point

calculated based on the patience and threshold. From the loss

curves shown in Figure 6 (a), we can see both the training and

validation losses become relatively flat at around epoch 60. In

addition, we observe that when the switching epoch number

is smaller than 30, the cost of dense model training is much

higher than others. This is because the coarse model does not

receive enough training, resulting in the learned features with

little effect on the training for the dense model. When the

switching epoch number is larger than 80, the end-to-end time

also dramatically increases. This is because the training and

validation losses do not decrease after epoch 80. Continuing

the training of the coarse model beyond that prolongs the time

to convergence for the dense model. Figure 7 shows the loss

curves of training on the coarse model and end-to-end training

times of DeepCAM when switching at different numbers of

iterations. We can see similar patterns of the training times

at different switching points. These results demonstrate that

measuring the loss improvement in consecutive epochs and

switching the model when the improvement is smaller than a

preset threshold for a number of epochs as the patience can

lead to the switching point with a relatively shorter end-to-end

training time.

V. CONCLUSION

In the paper, we discussed that given a scientific dataset that

can be represented as different resolutions, how to take ad-

vantage of this feature to reduce neural network training time.

We proposed a multi-resolution training strategy that transfers

knowledge from the coarse dataset to accelerate the training

on the original problem. We applied our proposed strategy

to two real-world scientific applications. Our experimental

results demonstrate that the proposed multi-resolution training

can reduce the end-to-end training time while maintaining

the model accuracy. Considering data of different resolutions

can be generated from the original data, further exploring the

interactions between data of different resolutions and utilizing

more than two resolutions can be interesting future work.
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