Improving Scalability of Parallel CNN Training by Adjusting Mini-Batch Size at Run-Time
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Abstract—Training Convolutional Neural Network (CNN) is a computationally intensive task, requiring efficient parallelization to shorten the execution time. Considering the ever-increasing size of available training data, the parallelization of CNN training becomes more important. Data-parallelism, a popular parallelization strategy that distributes the input data among compute processes, requires the mini-batch size to be sufficiently large to achieve a high degree of parallelism. However, training with large batch size is known to produce a low convergence accuracy. In image restoration problems, for example, the batch size is typically tuned to a small value between 16 ∼ 64, making it challenging to scale up the training. In this paper, we propose a parallel CNN training strategy that gradually increases the mini-batch size and learning rate at run-time. While improving the scalability, this strategy also maintains the accuracy close to that of the training with a fixed small batch size. We evaluate the performance of the proposed parallel CNN training algorithm with image regression and classification applications using various models and datasets.

Index Terms—Deep Learning, Convolutional Neural Network, Parallelization, Adaptive Batch Size

I. INTRODUCTION

Deep Convolutional Neural Network (CNN) has been used in a variety of applications such as image classification [1], [2], restoration [3]–[6], object detection [7], [8], and super-resolution imaging [9]–[11]; While users enjoy its success, training deep neural networks is, in fact, an extremely computationally intensive task that can take hours or even days to complete. Considering the ever-increasing size of available training data, efficient parallelization is crucial to finish the training in a reasonable amount of time. The most popular CNN training algorithm is synchronous Stochastic Gradient Descent (SGD) [12]. The algorithm iteratively calculates gradients of a cost function with respect to the network parameters from a random subset of training samples (mini-batch). Then, the parameters are updated using the averaged gradients. In data-parallel synchronous SGD, each mini-batch is evenly distributed to all workers and concurrently processed. This parallelization strategy exhibits a strong data dependency between any two consecutive iterations, i.e. iteration \((i+1)\) cannot proceed before the completion of iteration \(i\). Without the possible cross-iteration concurrency, the degree of parallelism is limited by the number of data samples in a mini-batch. Thus, increasing mini-batch size becomes an intuitive approach to employ more workers in the hope of reducing execution time.

Several recent parallelization works presented performance results scalable up to thousands of nodes using large mini-batch sizes [13]–[16]. However, most of them also acknowledged that using large batch sizes can result in achieving a lower validation accuracy. The impact of batch sizes on the accuracy has been statistically analyzed in [17]–[19]. Figure 1 illustrates such impact using an example of an EDSR [11] training on the DIV2K super-resolution image dataset [20]. Each learning curve corresponds to mini-batch sizes, ranging from 16 to 256 images. When the batch size increases, the training converges more slowly (in the number of epochs) and achieves a lower validation accuracy. Such similar trends of learning curves are also shown in [14], [18], [19], [21]–[24]. Owing to this observation, we argue two evaluation principles below in order to ensure a fair performance comparison among different neural network training methods.

- Timing comparison is only fair among methods that produce the same model accuracies or within a small, tolerable margin.
- The training time should be measured from the beginning until the accuracy converges to a stable value.

The former argues a fair comparison under the condition of the same input and output. As shown in Figure 1, \(B = 128\) and \(B = 256\) give much lower accuracy than smaller \(B\) values. Models produced with less accuracy are usually regarded of no use to domain scientists. The latter describes the unique characteristics of neural networks whose training process is not considered completed until the convergence condition is met. This argument stems from our study of recent parallelization works that measured the time up to a fixed number of epochs to represent the performance of a training method when calculating the speedups and comparing against other methods. In this paper, we present our experimental results and analysis by following the above two principles.
We propose a parallel CNN training strategy that adjusts the mini-batch size during the training. The common practice of neural network training is to tune the mini-batch size to a small value that produces the best accuracy. Especially for image restoration or super-resolution problems, the mini-batch size is typically tuned to a small value between $16 \sim 64$ [3]–[6], [9]–[11], which is too small to effectively scale up the parallel training. Our goal is to improve the degree of parallelism without a significant loss in validation accuracy. In our design, the training begins with small batch size and it gradually increases. To increase the batch size without affecting the gradient noise scale, we also adjust the learning rate as the batch size increases. The interval of batch size increase is adaptively determined based on the ratio of cost reduction to the distance between the initial parameters and the latest ones. We also propose to dramatically lower the learning rate when the training cost is saturated, to keep the generalization performance from being degraded.

Besides adjusting the mini-batch size and learning rate, our parallelization strategy also focuses on the overlapping of communication and computation. In data-parallel trainings, the locally computed gradients are averaged among all workers before updating the parameters. We implement the averaging with MPI all-to-all personalized communication followed by a local summation and an MPI allgather communication. By having two separate communications, not only the backpropagation but also the feed-forward computations in the next iteration can overlap the communications.

We evaluate the performance of the proposed methods with image regression and classification tasks on the KNL nodes of Cori supercomputer at NERSC. For image regression experiments, we train Enhanced Deep Super-Resolution (EDSR) [11] on DIV2K [20] and Phantom [25] datasets and compare the performance among various training methods. For image classification experiments, we train ResNet20 [1] on Cifar10 which is one of the most popular benchmark dataset. The DIV2K training with the best-tuned batch size 16 scales up to 16 KNL nodes (1,088 cores) only achieving 9.54 speedup. The Phantom training with the best-tuned batch size 16 achieves a speedup of 5.64. Our proposed training strategy increases the batch size up to 256 during the training and the parallel training achieves a speedup of 81.71 using up to 256 KNL nodes (17,408 cores) while maintaining the similar validation accuracy to that of the training with the best-tuned batch size. The Cifar10 training with the best-tuned batch size 128 achieves a speedup of 3.49 only due to the high ratio of communication to computation. Our proposed training strategy successfully increases the batch size up to 2048 and the training is scaled up to 256 nodes achieving a speedup of 64.64. The classification accuracy difference is lower than 1%.

II. BACKGROUND

A. Convolutional Neural Network

CNN is a type of artificial neural network that contains convolution layers [26]. The convolution layers have a connection pattern such that each neuron is connected to a subset of neurons at the previous layer. Such connection pattern enables exploitation of spatially-local correlation in the input data. Each convolution layer can be followed by a pooling layer depending on the model architecture.

Recently, residual network has been proposed which has connections between non-adjacent layers [1]. The non-adjacent connection is called ‘residual connection’. The residual connection makes each layer compute the output using data from not only the neighboring layer but also the non-adjacent layers so that it can effectively tackle the problem of vanishing gradient [27]. The residual networks have been popularly used for a variety of applications [1], [2], [9]–[11], [14], [16].

B. Mini-Batch Training

The batching method has been widely used for neural network training. The batching algorithm stochastically approximates the gradients by computing them from a random subset of training samples instead of the entire dataset. This approach has shown superior results than other approaches and is widely used for neural network trainings [27].

The batching approach causes a data dependency of the model parameters across iterations. Each mini-batch can be processed only after the parameters are updated using the previous mini-batch. Therefore, the maximum workload that can be parallelized is a single iteration for processing a mini-batch. Unfortunately, the common practice of training is to fix the batch size to a small value which gives the best convergence rate. For example, the batch size for image classification is usually fixed to $128 \sim 256$ during the training [1], [21], [28]. The image regression applications also use a fixed small batch size between $16 \sim 64$ [3]–[6], [9]–[11]. Such small batch sizes make it challenging to scale up the training.

III. CNN TRAINING WITH ADAPTIVE BATCH SIZE AND LEARNING RATE

In this section, we discuss the problems in large batch training and our solutions to them. We begin with describing the impact of the large batch size on the training result as...
well as the potential problems. Then, we present our training strategy which addresses the described problems by adaptively adjusting the batch size and learning rate at run-time.

A. Impact of Batch Size on Model Accuracy

In this paper, we consider minimization problems of the form

$$F(w) = \frac{1}{N} \sum_{i=1}^{N} f(w, x_i),$$  \hspace{1cm} (1)

where $N$ is the number of training samples, $w$ is the model parameters, $x_i$ is the $i^{th}$ training sample, and $f$ is the cost function of $w$ and $x$.

Mini-batch SGD computes the gradients from a random subset of training samples (which is called mini-batch). The stochastic gradients can be considered as a random variable with mean of $\nabla F(w)$. Based on Central Limit Theorem, the variance of the random variable is inversely proportional to the mini-batch size [29]. If the variance is large, the gradients can be considered as noisy. Smith et al. analyzed the impact of the batch size on the gradient noise scale [17]. The noise scale describes the correlation between the batch size and the random fluctuation of SGD dynamics. For SGD, the noise scale is approximated by the following equation under the assumption of $N \gg B$.

$$g \approx \mu \frac{N}{B}.$$  \hspace{1cm} (2)

This analysis shows that, when using a large batch size, the learning rate should be proportionally increased to have the same noise scale. Their experimental results demonstrate that the analysis can be applied to variants of SGD such as momentum SGD and Adam [30]. Goyal et al. proposed ‘linear scaling rule’ in [21] that can be explained by this analysis. The authors empirically showed that large batch sizes can be used for ImageNet classification when the learning rate is proportionally increased. Hoffer et al. have proposed ‘root scaling rule’ in [31]. The authors argue that the variance of the stochastic gradients is proportional to $\frac{\sqrt{B}}{\mu}$. Their statistical analysis is that the variance can stay the same when the learning rate is proportional to the square root of the batch size as follows.

$$\mu \propto \sqrt{B}.$$  \hspace{1cm} (3)

Recall that the stochastic gradient is considered as a random variable with mean of $\nabla F(w)$. By making the variance stay the same, one can expect the similar convergence rate.

Although these two works have derived different update rules, they provide a common insight that the learning rate should be increased when using a large batch size. In practice, the gradients should be sufficiently noisy to achieve a good accuracy [17], [18], [29]. Especially, in non-convex problems such as neural network trainings, the noisy gradients help the model avoid falling into a sharp minima which poorly generalizes to the test dataset.

B. Impact of Batch Size on Parallel Performance

When using the data parallelism strategy, the degree of parallelism depends on the problem size that can be partitioned among all the available processes. In the case of CNN training, it is the mini-batch size, as the minimum indivisible unit of workload that can be assigned to a process is a single training sample. Data parallelism partitions the samples in each mini-batch evenly among all the processes. The highest degree of parallelism is thus $B$. Therefore, larger mini-batch size enables a parallel algorithm to run on more processes.

Using a large batch size can also reduce the communication cost per epoch. Recall the communication for each batch is to average the gradients across all the processes. Given a network, the number of model parameters is independent from the batch size. In other words, the communication amount for averaging the gradients is not affected by the batch size. However, the number of communications is equal to the number of mini-batches in each epoch, $N/B$. Increasing the value $B$ effectively reduces the value of $N/B$.

In terms of computation, the amount of parameter updates per epoch iteration is also reduced when using a large batch size. Given $N$ training samples, the number of parameter updates per epoch is $\frac{N}{B}$, where $B$ is the batch size. Since each parameter update takes the same amount of computation, increasing $B$ proportionally reduces the number of updates.

C. Problems in Training with Large Batch Size

In this paper, we focus on two problems that can be observed in large batch trainings.

- The training cost $F(w)$ is not effectively reduced yielding a poor convergence accuracy.
- The model easily loses generalization performance.

First, the large batch size causes a low variance of the stochastic gradients and SGD quickly converges providing a low convergence accuracy. This problem can be alleviated with warm-up techniques such that the training starts with a small learning rate and then increases it after a pre-defined number of epochs. However, if the batch size is larger than a certain problem-dependent threshold, the cost is still not effectively reduced [21], [22]. Second, it is already known that large batch sizes can make the model lose the generalization performance [18], [23]. In other words, the large batch training tends to over-fit the model so that the cost function is well minimized while providing a low validation accuracy.

We address these two problems by adjusting hyperparameters during training. In the following subsections, we discuss how to address the described problems with adaptive batch size and learning rate control methods.

D. Adaptive Batch Size Control

The main idea of our training strategy is to begin the training with a small batch size $B_0$ and gradually increase the batch size during the training. As the batch size increases, we also increase the learning rate at run-time to minimize the impact of the increased batch size on the gradient noise scale. The
batch size and learning rate are adjusted after every $K$ epochs until the batch size reaches the maximum size $B_m$.

The small batch size at the early training epochs helps rapidly lower the training cost. So, $K$ should be sufficiently large to effectively minimize the cost function. On the other hand, a large $K$ indicates that the degree of parallelism is limited for more epochs due to the slow batch size increase. Our training algorithm aims to find the smallest $K$ that effectively reduces the training cost.

We define a practical metric $\theta$ for estimating the sharpness of the minimizer.

$$\theta_i = \frac{F(w_0) - F(w_i)}{\|w_0 - w_i\|},$$

where $w_0$ is the initial parameters. This metric shows the ratio of the cost reduction to the distance between the initial parameters and the latest ones. We can roughly estimate how sharp the current minimizer is by checking $\theta$. Given a training cost $F(w_i)$, lower $\theta$ means the parameters have moved to achieve the same cost reduction. Figure 2 shows the training cost curves (left) and the $\theta$ curves (right) of ResNet-20 training on Cifar10 dataset with varying batch sizes. Even though all the batch sizes achieve almost the same training cost after 140 epochs, the validation accuracy varies significantly. We clearly see that higher the $\theta$ curve, lower the validation accuracy. This result demonstrates that $\theta$ can be considered as an indirect metric for measuring the sharpness of the minimizer.

We increase the batch size after the $\theta$ curve peaks so that the cost is sufficiently reduced before the batch size starts to increase. For example, in Figure 2, the batch size of 128 shows the peak $\theta$ at $5^{th}$ epoch. So, we set $K = 5$ so that the batch size increases after every 5 epochs. We also see that the $\theta$ curve for a large batch size peaks later than that of the smaller batch sizes. So, by increasing the batch size gradually after every $K$ epochs, we can expect the batch size increases after the $\theta$ curve of each batch size has already peaked. Such careful adjustments also help avoid the cost fluctuation caused by the increased learning rate.

Algorithm 1 is a CNN training algorithm with the proposed adaptive batch size method. The algorithm iteratively traverses over all the training samples until the stop condition is satisfied. Typically, the training stops when either the parameters are not further adjusted due to the small gradients or a target accuracy is achieved. For each mini-batch $B$, the gradients of a cost function $f$ are computed with respect to the parameters at line 5. The parameters are updated using the averaged gradients at line 6. The $\theta$ is monitored and $K$ is determined when $\theta$ starts to be saturated at line 7 to 10. In this study, we consider $\theta$ is saturated if it is changed less than 10%.

When increasing the batch size and learning rate at line 12, based on the statistical analysis in [17], we adjust the batch size and learning rate together with a same factor to make the gradient noise scale stay the same. To force the convergence of SGD, we lower the gradient noise scale by decaying the learning rate once the training cost is saturated.

The batch size can be increased to a certain problem-dependent threshold without affecting the accuracy [18], [21]. For example, it has been shown that, the batch size for ImageNet classification can be increased to 4096 ~ 8192 without affecting the accuracy [21]. We call this batch size ‘maximum stable batch size’. By setting $B_s$ to the maximum stable batch size, we can significantly improve the degree of parallelism. In practice, the maximum stable batch size can be easily found by comparing l2-norm of the gradients among batch sizes. A sufficient condition for gradients to be a descent direction with respect to the parameters is as follows [29].

$$\|\nabla w - \nabla F(w)\| < \|\nabla w\|$$

Note that the expected value of the left-hand side of the above inequality is the variance of the gradients [18]. Assuming the above condition is satisfied at most of the iterations, if two batch sizes give a similar l2-norm of the averaged gradients, it implies they have a similar maximum allowed variance of the gradients and they likely have a similar convergence property. In the later discussion, we assume $B_s$ is set to the maximum stable batch size found by the described method.
E. Adaptive Learning Rate Control

In Algorithm 1, the batch size increases to \( B_m \) most likely before the training loss is saturated. If the cost is minimized using such a large batch size, the model is easily attracted to a sharp minimizer. The generalization problem of large batch training has been already observed in many previous works [18], [23], [24].

To alleviate such effect, we intentionally lower the cost reduction speed after the first training cost saturation by dramatically lowering the learning rate. Once the training cost is saturated, one can decay the learning rate to further lower the cost. The decayed learning rate enables to fine-tune the parameters rather than exploring the parameter space, so that it further lowers the training cost and ends up converging into a minima. We consider step-wise learning rate decay with a decay factor \( \beta \). Once the training cost is saturated, we scale down the learning rate to the initial learning rate \( \mu_0 \) first and then multiply it by \( \beta \). So, the effective learning rate decay factor becomes \( \frac{\mu_0 \beta}{B_m} \) for the first decay step. For the later decay steps, we use the fixed decay factor \( \beta \) only.

When the learning rate decays, as shown in Equation 2, we can expect a faster convergence rate due to the lower noise scale of the gradients. In our training algorithm, since the batch size has been increased to \( B_m \), the variance of the gradients is lower than that of the small batch training. So, the model will rapidly converge to a minima which has a poor training cost. However, we found that such fast convergence enables to maintain the generalization performance even using the large batch size. Figure 3 shows the \( \theta \) curves for ResNet-20 training on Cifar10 dataset after the first saturation of training cost. We see that \( \theta \) of our proposed method does not significantly increase after the first learning rate decay step, while the other curves common increase. Note that our proposed method achieves 90.78% validation accuracy using up to 2048 batch size while the traditional SGD with the same batch size achieves 46.29% after 140 epochs.

IV. PARALLEL TRAINING WITH ADAPTIVE BATCH SIZE

Our design is based on the data parallelism that distributes data among processes while keeping the model parameters duplicated. Since the minimum, indivisible data unit that can be assigned to each process is a training sample, for instance an image, we distribute the samples in each mini-batch evenly among all the processes. In this case, the maximum number of processes that can participate in the training is bounded by the number of samples in each mini-batch.

A. Data Parallelism with Increasing Batch Size

Our proposed training algorithm increases the batch size during the training. There are two possible design choices of parallelization. The first is to employ the number of processes equal to \( B_s \), the starting batch size, so that the number of local training samples per iteration increases as the batch size increases. In this way, the number of inter-process communications for averaging gradients per epoch decreases and it ends up having a higher scaling efficiency. The second option is to start the training with \( B_s \) active processes and increase the number of processes as the batch size increases. This design choice exploits the improved degree of parallelism. In this work, we chose the second option to employ as many workers as possible and focus on improving the scaling efficiency by overlapping the communications with the computations.

B. Overlap of Communication and Computation

In data parallel trainings, at the end of each iteration, the local gradients are averaged across all processes so that the model parameters are consistent before entering the next iteration. Intuitively, the communication for such task can be simply implemented by an MPI allreduce with the sum reduction operator. Many existing parallelizations adopt this approach [13]–[16], [21]. However, by breaking MPI allreduce into MPI all-to-all and allgather, we can achieve a better overlapping effect for averaging the gradients.

We divide the gradient averaging operations among processes, so they can be performed in parallel. In other words, each process is responsible to calculate the averages for \( 1/P \) of gradients. The local gradients are first redistributed among processes using an MPI all-to-all communication, so each process ends up receiving \( P \) subsets of local gradients of size \( G \) each, where \( G \) is the number of gradients in the layer and \( P \) is the number of processes. Once the remote gradients are received, the \( P \) gradient subsets are element-wisely averaged into a global gradient subset of size \( \frac{G}{P} \). The updated gradients are then distributed among all the processes using an MPI allgather communication. At the end, all processes obtain the same globally averaged gradients.

Breaking the allreduce into an all-to-all and an allgather has the following advantages. For a given layer \( k \), its all-to-all can be overlapped with the computation on calculating gradients for layers \( (k-1) \cdots 1 \) in the back-propagation phase. Once the gradient sum for layer \( k \) is computed, an allgather is initiated, which can overlap with the computation of activations for layers \( 1 \cdots (k-1) \) in the feed-forward phase of the next iteration. The allgather also can overlap with the gradient summation for layers \( (k+1) \cdots L \), where \( L \) is the number of layers in the network. Because the number of gradients...
is usually large for deep CNNs, the cost of element-wise summation is significant enough to provide more room for communication overlap. In addition, our implementation uses the MPI-OpenMP programming model such that each MPI process parallelizes computations using OpenMP within a node. So, our approach enables the gradient summation to employ more compute cores available in each node. If the MPI allreduce approach were used, the gradients would be summed by the MPI process on a single core, losing the advantage of OpenMP multi-threading.

C. Multi-threading Implementation

We allocate one MPI process per compute node and use OpenMP on each process to utilize all the compute cores available in a node. For the matrix operations, we use Intel MKL library which efficiently utilizes KNL cores. We employ a POSIX thread per compute node to handle all the MPI communication calls. By making MPI calls in the communication-dedicated thread, we explicitly force the overlap of the computation and the communication. The communication thread makes blocking MPI communication function calls. MPI standard defines the progress rule for asynchronous communications, but MPI implementation is free to choose whether to delay the operations till the complete functions, such as MPI_Wait and MPI_Test [32]–[34]. In some MPI implementations, we found that their asynchronous communications start only when MPI_Wait or MPI_Test is called. Due to this finding, we chose to use a communication-dedicated thread over asynchronous MPI communications.

For multi-threading management, we use POSIX thread utilities for communication between the main and communication threads. Once the gradients are computed at each layer, the main thread registers a communication request to a shared queue and sends a signal to the communication thread. Then, the communication thread receives the signal and picks a request in a first-come-first-served manner to perform the communication. Once the communication completes, the communication thread sends back a signal to the main thread to notify that the requested communication is finished. This mechanism is implemented using a pthread conditional variable and a pthread mutex. Note that contention to the mutex lock may only occur between the main and communication thread, without any OpenMP threads involved.

To avoid the context switching and possible cold cache for the communication thread, we pin the communication thread on a physical core to prevent it from migrating to a different core.

V. RELATED WORKS

Recently, a few studies have shown that a large batch size can be used for classification tasks without much loss in accuracy [14], [16], [21], [22]. Layer-wise Adaptive Rate Scaling (LARS) proposed in [22] adjusts the learning rate in a layer-wise way based on the magnitude of the gradients. Our proposed training strategy can be applied to the training with LARS independently. In [22], the authors proposed a parameter update rule based on momentum SGD. Our proposed method does not affect the parameter update rule. By applying LARS at line 6 in Algorithm 1, our training strategy and LARS can be employed together without affecting each other. Therefore, when the training with LARS yields a low accuracy because of the batch size larger than the problem-dependent threshold, our proposed method can be employed and a higher accuracy can be expected.

Adaptive batch size approaches have also been proposed in [17], [23], [29]. However, these adaptive batch methods commonly control the gradient noise scale by adjusting batch size. In other words, the small batch size should be used for a sufficient number of epochs to produce a good accuracy and it significantly lowers the degree of parallelism. In [35], the authors adjust the batch size and learning rate together to increase the batch size without accuracy loss. However, their approach adjusts them based on a pre-defined schedule which should be tuned by users, making it less practical.

VI. PERFORMANCE EVALUATION

We evaluate the proposed parallel CNN training strategy using two image regression applications and a popular classification benchmark. We use EDSR [11] for image super-resolution with DIV2K [20] dataset and image restoration with Phantom [25] dataset. DIV2K is dataset from NTIRE2017 Super-Resolution Challenge [20], which contains 800 high-quality 2K resolution pictures. Phantom is a randomized version of the classical Shepp-Logan phantom [25], where orientation, shape and size of each of the ten ellipsoids are randomized. Phantom has 1600 training images and the size of each image is $256 \times 256$. For classification experiments, we use ResNet20 [1] and Cifar10 dataset. Cifar10 has 50,000 3-channel training images and each image size is $32 \times 32$.

Our experiments were carried out on Cori, a Cray XC40 supercomputer at National Energy Research Scientific Computing Center (NERSC). Each compute node contains an Intel Xeon Phi Processor 7250 that has 68 cores with support for 4 hardware threads each (maximum 272 threads per node). AVX-512 vector pipelines with a hardware vector length of 512 bits are available at each node. The system has the Cray Aries high-speed interconnections with ‘dragonfly’ topology.

We compare the performance of our proposed training algorithm with three different training methods. First, we compare our training algorithm with the best-tuned fixed batch size training. Second, as a representative fixed large batch size method, we compare our training algorithm with the linear scaling rule in [21]. Finally, we also compare with the adaptive batch size approach proposed in [17], [35]. The authors in [17] proposed to swap the learning rate decay schedule and the batch size schedule. Similarly, the authors in [35] used a pre-defined schedule for increasing the batch size.

A. Image Regression Experiments

Super-resolution is one of the classic computer vision problems, which aims to recover high-resolution images from low-resolution images [3]–[6]. Recently, many CNNs have been...
For the super-resolution experiments, we randomly extract a 48 × 48 patch from each training image to generate mini-batches. The stop condition of the training is when the validation PSNR is not increased more than 0.1 dB for 50 consecutive epochs. The left chart in Figure 6 shows the DIV2K θ curve in the first 15 epochs. The θ peaks between $9^{th}$ ~ $10^{th}$ epoch. We use $K = 10$ for our proposed adaptive batch size method. We also set $B_s = 64$ since the batch size larger than 64 shows a significantly lower l2-norm. The number of DIV2K training images is 800 and 256 is the maximum power of 2 which allows more than one parameter update per epoch. So, we set $B_m = 256$.

Figure 4 compares the DIV2K learning curves among the four training methods whose configurations are given in Table I. The training with our method converges in 1100 epochs achieving a PSNR of 33.49 dB. The fixed best batch size training converges in 1020 epochs and achieves a PSNR of 33.39 dB while the large batch size training with linear scaling rule converges in 1340 epochs achieving a PSNR of 31.35 dB. The adaptive batch method with a fixed learning rate converges in 1140 epochs achieving a PSNR of 33.51 dB. Note that we calculate 1-crop validation PSNR during the training due to the significant evaluation time. So, the results can be slightly different from reported in [11].

For image restoration experiments, we use a modified EDSR which has 16 residual blocks and $32 \times 32$ input data size. Figure 5 compares Phantom dataset validation accuracy among all the training methods whose configurations are given in Table II. We found that the maximum stable batch size, $B_s$ for Phantom is 32. The right chart in Figure 6 shows that θ peaks between $55^{th}$ ~ $65^{th}$ epoch ($K = 60$). Note that the training with the linear scaling rule failed to converge in a reasonable number of epochs when the batch size is larger than 128. So, to compare with other methods, we also set $B_m = 128$.

Our training strategy achieves a PSNR of 52.47 dB in 1130 epochs. The best-tuned batch size training converges in 930 epochs achieving a PSNR of 52.47 dB and the large batch size training with linear scaling rule converges in 1390 epochs achieving a PSNR of 49.84 dB. The adaptive batch size with a fixed learning rate training achieves a PSNR
of 52.51 dB in 1270 epochs. In both super-resolution and image restoration experiments, our proposed training strategy provides comparable convergence accuracies to the best-tuned batch size training. The performance results demonstrate that the proposed adaptive batch size and learning rate method allows to use a large batch size for as many epochs as possible without a significant loss in generalization performance.

We also present the strong scaling performance to verify the effectiveness of the proposed methods. Note that we do not compare the performance against linear scaling rule methods, as they yield a significantly lower accuracy. We consider a direct comparison as unfair between two methods that produce a significantly different accuracy. Figure 7 shows the end-to-end training time (left) and the speedup (right) of EDSR training on DIV2K dataset. The best batch size training achieves a speedup of 9.54 using 16 nodes. The adaptive batch size with a fixed learning rate achieves a speedup of 71.40 using up to 256 nodes. Our proposed method achieves a maximum of speedup 81.71 and can run on up to 256 nodes. Figure 8 shows the performance of the modified version of EDSR training on Phantom dataset. The best batch size training achieves a speedup of 5.64 using 16 nodes. The adaptive batch size with a fixed learning rate achieves a speedup of 30.79 using 128 nodes. Our proposed method achieves a maximum of speedup 42.96 using 128 nodes. The experimental results clearly show the advantage of being able to increase the batch size. Compared to the adaptive batch size with a fixed learning rate training, our method enables to use small batch sizes for fewer epochs, which results in achieving a shorter training time as well as a higher speedup.

B. Performance Analysis

Communication Cost Analysis — The main reason for the speedup saturation is due to the increasing ‘blocked’ time, as shown in Figure 9. In a typical strong scaling result, the communication cost becomes higher and the per-process computation reduces, as the number of processes increases. When the communication is not entirely overlapped with the computation, the main thread is blocked until the communication thread finishes the transfer of data required by the main thread. For instance, when the number of processes is 128, the communication time measured at the communication thread, ‘comm’, grows to be similar to the main thread’s computation time and ‘blocked’ starts to become significant. When the number of processes increases to 256, such effect becomes even more significant.

Computation Cost Analysis — Another reason for the speedup saturation is that the computation time is not linearly reduced as the number of processes increases. From the right chart of Figure 9, we observe that the computation time (‘comp (B = Bm)’) does not linearly decrease starting from 64 nodes.
TABLE III
Training configurations for Cifar10 training

<table>
<thead>
<tr>
<th>configurations</th>
<th>batch size (b)</th>
<th>learning rate (µ)</th>
<th>warmup</th>
</tr>
</thead>
<tbody>
<tr>
<td>best batch size</td>
<td>128</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>linear scaling rule</td>
<td>2048</td>
<td>1.6</td>
<td>gradual (5 epochs)</td>
</tr>
<tr>
<td>fixed µ, adaptive b</td>
<td>256 ~ 2048</td>
<td>0.2 ~ 1.6</td>
<td>-</td>
</tr>
<tr>
<td>Proposed method</td>
<td>256 ~ 2048</td>
<td>0.2 ~ 1.6</td>
<td>-</td>
</tr>
</tbody>
</table>

Fig. 10. Training loss (left) and validation accuracy (right) comparison for ResNet20 training on Cifar10. The fixed large batch training and the adaptive batch training with a fixed learning rate well minimize the training loss while they significantly degrade the validation accuracy. Our proposed method achieves a comparable accuracy to the best-tuned small batch training.

First, the gradient summation takes a constant amount of time regardless of the number of processes. When averaging the gradients, every process sums \( P \) gradient subsets and each is of size \( \frac{N}{P} \). Thus, the computation cost for the summation is constant regardless of the number of processes. As the number of processes increases, this computation takes a larger portion of the total time. Second, when the volume of data assigned on each process is not large enough, the kernel operations, such as matrix multiplications, will not fully utilize the computation power. For example, we found that the activation computation at a convolution layer of EDSR for one sample takes ~0.0026 seconds on a single KNL node while the same operation for two samples takes only ~0.0038 seconds. It indicates that the hardware is underutilized when the workload is not sufficiently large, a well-known effect for KNL CPUs [36], [37]. Therefore, we suggest to assign each process at least two training samples per iteration. Third, when the batch size is smaller than the number of processes, our method replicates the training on \( \frac{P}{B_m} \) process groups (or equivalently \( (P - B_m) \) number of processes sitting idle). The left chart of Figure 9 also shows the percentage of computation time before the training reaches \( B_m \) from the end-to-end training time.

C. Image Classification Experiments

To verify that the proposed training method generally works for various applications, we also perform image classification experiments. We train ResNet20, one of the most popular deep CNN models, on Cifar10 dataset. Table III summarizes the training configurations. We decay the learning rate after 80 and 120 epochs with a factor of 0.1. We found the maximum stable batch size for Cifar10 is 256 (\( B_s = 256 \)) and set \( B_m = 2048 \) which is the largest power of 2 smaller than 5% of the entire training samples. For the batch size of 256, \( \theta \) peaks at 5\(^{th}\) epoch as shown in Figure 2, so we set \( K = 5 \). For the adaptive batch training with a fixed learning rate, we fixed the learning rate to 0.2 and doubled the batch size from 256 after every 30 epochs so that the batch size ends up reaching 2048. Figure 10 compare the training cost curves (left) and the validation accuracy curves (right) among various training methods. Our algorithm achieves a convergence accuracy which is < 1% lower than that of the best-tuned small batch training (91.51%±0.3 and 90.79%±0.2). Both the fixed large batch training and the adaptive batch training with a fixed learning rate effectively minimize the cost function, however they significantly degrade the generalization performance. The validation accuracy comparison in Figure 10 verifies that the proposed adaptive batch size and learning rate control methods effectively increase the batch size without a significant loss in accuracy for classification problems as well. Before the first learning rate decay step, the learning curve fluctuates due to the increasing learning rate. However, the validation accuracy increases dramatically after the learning rate is adjusted at 80\(^{th}\) epoch by the proposed method.

Figure 11 presents the strong scaling performance. We stopped scaling up when the execution time increases. The training with the best-tuned batch size (128) achieves a speedup of 3.49 only due to the high ratio of communication to computation. The adaptive batch training with a fixed learning rate achieves the maximum speedup of 20.01 on 128 nodes. Our proposed method achieves a speedup of 64.64 using 256 nodes thanks to the early increase of the batch size.

VII. CONCLUSIONS

In this paper, we proposed a parallel CNN training strategy with adaptive batch size and learning rate. Our proposed method adaptively adjusts the batch size based on the estimated sharpness of the minimizer. We also presented a multi-threaded implementation of data-parallelism which enables to overlap the communication with computation. Our experimental results demonstrate that the proposed methods increase the batch size without a significant accuracy loss so that the training can scale up using more compute nodes. We believe studying practical use-cases of the proposed adaptive batch method in real-world deep learning applications can be an interesting future work.
ACKNOWLEDGMENT

This material is based upon work supported by the U.S. Department of Energy, Office of Science, Office of Advanced Scientific Computing Research, Scientific Discovery through Advanced Computing (SciDAC) program. This work is also supported in part by DOE awards DE-SC0014330 and DE-SC0019358.

This research used resources of the National Energy Research Scientific Computing Center (NERSC), a U.S. Department of Energy Office of Science User Facility operated under Contract No. DE-AC02-05CH11231.

REFERENCES


