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Abstract— This paper presents a robot-in-the-loop face detec-
tion and recognition system. This system is constructed based
on a robot coordinative control platform. By means of the
coordinative control platform, robot can actively capture high
quality face images and move according to the image acquisition
request, so that the performance of both the face detection
and recognition can be remarkably improved. To improve the
speed of face detection, a hybrid method consisted of Adaboost
algorithm and Skin Color Model for face detection is proposed.
In addition, the Embedded Hidden Markov Model (EHMM) is
employed to recognize the detected faces. We demonstrate the
effectiveness of the proposed approaches on several datasets.
The superior property of the proposed system is also shown on
a real robot system in the uncontrolled indoor conditions.

I. INTRODUCTION

The aim of face detection and recognition is to judge
the existence of faces in the image, getting the amount
and positions of faces and confirming the identities of the
faces in different scenes [1]. In the recent years, with the
development of pattern recognition and artificial intelligence,
face detection and recognition has become an important
research subject promoted by the demand of airport security,
video surveillance, et al. Meanwhile, the researchers in the
field of robot have concerned on effective interaction between
users and robots by vision. In the meanwhile, robot acquiring
information by vision is one of the most important sensing
methods [2]. Thus, developing face detection and recognition
algorithms for robot system has good value and future
prospects.

There are many literatures proposing various algorithms
of face detection and recognition. Generally, the perfor-
mance of face detection or recognition task has been largely
effected by the quality of acquired face images [3], [4],
for both training and testing. Many systems proposed and
developed robust strategies to handle passively acquired face
images in uncontrolled environment. [5] describes a face
detection framework that is capable of processing images
rapidly while achieving high detection rates in uncontrolled
environment. [6] prosed a novel face detection approach
based on a convolutional neural architecture, designed to
robustly detect highly variable face patterns, in complex real
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world. [7] presents a fast image clustering algorithm with
complex background, which can be used in an identification
biometrics or a face classification system for robot vision.

Only a little attention has been paid to actively controlling
the image quality during the acquisition processing, which
has many vision applications with non-cooperative avatars,
like surveillance, robot vision of single camera are limited.
[8]-[10] consider the resolutions as an measurement of the
image quality. When capturing face images, the system
exploit cameras zoom to FOI (field of interest) to capture
high resolution face images. [11] tries to get the face image
with good position with single camera. Frontal pose or profile
pose is expected in their system to achieve high recognition
rate in the experiments. These methods exploit single rules to
measure the quality of face images and design active images
acquisition systems.

In this paper, we proposed a robot-in-the-loop face de-
tection and recognition system which can interact with
human and actively acquire the face image. This system
is constructed based on a robot coordinative control plat-
form. To evaluate the quality of the candidate images, we
propose a novel method which consider both pose variation
and resolution measure. Then the best candidate image is
selected in each sampling round and the robot can be moved
according to the position of the target object. The quality
of the image for face detection and recognition can be
remarkably improved and the accuracy of the face detection
and recognition can get high. In addition, a hybrid method
consisted of Adaboost algorithm and color information for
face detection is proposed, which improves the processing
speed of face detection by integrating two rapid algorithms.
The Embedded Hidden Markov Model (EHMM) is employed
to recognize the detected faces. The main contribution of our
paper is:

« We propose strategies for the system to select the face
images by considering pose variation and resolution,
and guide the robot to move.

« We proposed efficient face detection and recognition
approaches in uncontrolled environment.

o The experimental results on several face image datasets
demonstrate the effectiveness of our proposed method.
We also perform the experiments with a real robot
system and the results outperform the other baselines.

In this following of this paper, Section II introduces
the proposed robot-in-the-loop real-time face detection and
recognition system in detail, including coordinative control
platform, face images acquisition, robot behavior control as
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well as face detection and recognition algorithms. In Section
IIT the effectiveness of the proposed system is evaluated by
experimental results on several benchmark datasets and on
a real robot system in the uncontrolled indoor conditions.
Finally, conclusions and future work are drawn in Section
Iv.

II. ROBOT-IN-THE-LOOP REAL-TIME FACE DETECTION
AND RECOGNITION SYSTEM

A. Knowledge Model-Based Robot Coordinative Control
Platform

1) Knowledge Model-Based Coordinative Control Plat-
form: The Knowledge Model-Based Intelligent Coordinative
Control Platform (K-ICCP) provides a central module, which
acts as blackboard, knowledge processing brain, memory,
and do the judgment, task planning and execution. It also
provides software tools necessary for integration of various
existing modules over a TCP/IP network. K-ICCP is a frame-
based knowledge engineering environment. The features of
this network platform are ”’platform-independent” as existing
robots and software modules often rely on different platforms
or operation systems, “network-aware” as the modules must
interact on a network, supporting “software agent” and being
“user friendly”. K-ICCP is targeted to be the platform on
which a group of co-operative robots (or their agents) operate
on top of frame knowledge. K-ICCP consists of the following
software components:

o GUI Interface: A user-friendly graphical interface to the
internal knowledge manager and the inference engines.
It provides the users direct access to the frame-based
knowledge.

o Knowledge Database and Knowledge Manager: This is
the K-ICCP core module that maintains the frame sys-
tems as Java class hierarchy, and performs knowledge
conversion to/from XML format.

« Inference Engines: Verify and process information from
external modules that may result in instantiation or de-
struction of frame instances in the knowledge manager,
and execution of predefined actions.

« JavaScript Interpreter: Interprets JavaScript code which
is used for defining conditions and procedural slots in a
frame. It also provides access to a rich set of standard
Java class libraries that can be used for customizing
K-ICCP to a specific application.

« Basic Class for Software Agent: Provide basic func-
tionality for developing software agents that reside on
networked robots.

o Network Gateway: This is a daemon program allowing
networked software agents to access knowledge stored
in K-ICCP. All K-ICCP network traffics are processed
here.

Fig. 1 illustrates the K-ICCP knowledge editor showing the
frames hierarchy for human-robot system.

In K-ICCP, a human-robot system is described by XML
format according to its knowledge representation. XML
is a markup language for documents containing structured

Fig. 1. K-ICCP knowledge editor showing the frames hierarchy for human-
robot system.

information. With text-based XML format, frame hierarchy
can be serialized and stored in a local file. It can be
also transmitted over the network to a remote K-ICCP. In
addition, the frame system can be illustrated in the K-ICCP
Graphic User Interface. Corresponding to XML file, there
is an interpreter to translate XML specification into relative
commands. With the XML format, the knowledge model
of human-robot system can be defined in K-ICCP and the
coordinative control of robots can be implemented as the
following explanation.

In order to implement robot behaviors for face detection
and recognition by means of K-ICCP, the results of face
detection of recognition are essential to trigger the various
behaviors of multiple robots. In addition, human-robot inter-
action by use of speech as well as sentence parsing is also
adopted to assist the process of face detection and recog-
nition. In the behavior frames, many independent programs
for performing various functions of robots are adopted by
the specific slot of ”on-Instantiate”. If these behavior frames
are activated, these functions will be called and robots will
conduct their relative actions. The detail explanation of robot
behaviors for face detection and recognition will be given in
the following.

B. Robot Behavior Control with Active Image Acquisition

We consider the image acquisition as well as robot con-
trol strategy in our single camera system. When only one
candidate object exists in the targeting area, the situation is
simple and the camera can serve for it. While the number
of object is more than one, active selection is needed among
all the candidates and the strategy needs to consider which
target should be captured each time. In this paper, we do not
consider multi-agent robot system [12].

Previous method exploit either pose-based or resolution-
based method to select the target objects, which only use
single measurement. In this paper, we propose a robust
method by combining both pose and resolution factors.
Before each capturing time, candidate objects position and
moving direction at the sampling time are estimated based on
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the method in [11]. Pose-based and resolution-based measure
are calculated, with the hypothesis that face orientation is the
same as the direction as candidate object moves in. Then the
robot system can move according to the position of the target
objects. We call this method as joint-pose-resolution (Joint-
Pose-Res) and the measured value with both as resolution
and pose as rpEval in this paper. The detail of the main
procedure is given as below:

1) Input: given area A;, all the N candidate images
objy, -+ ,0bjx in Ay, the camera in area Ay and its
velocity vcam.-

Output: for each sampled time ¢, the selection of target
object objr,, from objy,--- ,0bjn.

2) Estimating the possible position range Rcam of the
camera in time ¢:

Al = {ArealA < Pos’ga,ln + vcam - dt} (1)

where Posé‘a}n is last position of the camera. Then
We sample K possible positions from Rcany with
P(k)&, . = Random(Rcam)-

3) Estimating the position Pos! and orientation Ori! for
the i candidate object obj; at time .

Posf = Pos?‘l + vcam - dt @
Orit = 0,0, atan2(Ori, - vg, ., Oril - vE)])T

4) Calculating the position and resolution measured value
pEval(k), rEval(k)! between the candidate i image
and the possible sampled positions P(k)%, =~ of the

Cam
camera:
pEval(k)t = InterSection(—Orit, Post — P(k)b,..)
fWidth!
rBval(k) = enthon, - Dis(Posj, P(k)y,,..)
(3)

where fWidth! is the face width of the i object image
and fLenthc,y, is the focal length of the camera. Dis()
is the distance function.

5) After we get the pEval(k); and rEval(k); for all the
k, the combined evaluation rpFEwval; can be calculated
by:

e Fori=0tok, if rEval(k); > rEvaly,, pSet; =
pEval(k); |JpSet;.

o rpEval; = Mean(pSet;), where Mean() is the
mean distance function for all the points for the
set pSet;;

o rpGain; = rpEvall — rpEUalf_l

o Choose the largest rpGain; and the target object
objTar in sample time ¢ is obj;.

6) Update the training image pools. Robot moves to the
position Pos! and the orientation Ori! of object obj;.

C. Face Detection

In the proposed system, to efficiently detect human faces,
we introduced a method integrating the Adaboost algorithm
and skin color model method.

Adaboost algorithm was first proposed by Freund Y. and
Schapire R.E. in 1996, which was an iterative and very

important machine learning method [13]. Based on this
method, Viola, P. and Jones, M. proposed an improved
machine learning approach, which could process the images
extremely efficiently and achieve high detection rates, for
visual objects detection [5], [14].

Adaboost detector employs the extended set of Haar-like
features which is proposed by Lienhart et al. [15], [16]
to make classification. Each feature is consisted of 2 to 3
rectangles to detect edge features, center-surround features
and line features. Fig. 2 illustrates the set of features. In
order to compute the features rapidly, Viola P. introduced
the integral image representation for images. The integral
image at location (z,y) means the sum of the pixels at the

upper left side of (z,vy), as

a’' <zy' <y

ii(z,y) = i(z,y) “)

where ii(x, y) is the integral image and i(z, y) is the original
image.

Fdge Features Center-surround Features

Im@® EH®

Line Features

=N SPS®

Fig. 2. Haar-like features for Adaboost algorithm.

With the feature set and a training set of positive and neg-
ative images, Adaboost algorithm is used to train strong clas-
sifiers and a cascade of classifiers is constructed to achieve
increased detection performance while reducing computation
time. The main procedure is as below:

1) Given example images (x1,%1), ", (Tn,yn), and
yi = 1,0 for negative and positive example respec-
tively.

2) Initialize weights

1
wi,; = { @7
2n?
for y; = 1,0.
3) Fort=1,---,T:
» Normalize the weights w; ; «— wy ;/ Z?zl Wy i, SO
that w; is a probability distribution.
o For each feature j trains a classifier h; which is
restricted to using a single feature. The error is
G = 2 wilhj(x:) =il -
o Choose the classifier with the lowest error.
o Update the weights: w41, = wtyi/itl_e", where
e; = 0 if example x; is classified correctly,
otherwise e; = 1,8, = ¢;/(1 — ).

m is the number of negative examples

n is the number of positive examples
®)

4) The final strong classifier is:
huw:{y Sy aihi(x) > (S a)/2 ()

otherwise
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where «; = log(1/0:):
5) Constructed the cascade of strong classifiers.

On the other hand, skin color model has been used and
proven to be an effective feature in face detection [17], [18].
Several color spaces have been utilized to label pixels as skin
including RGB, normalized RGB, HSV, YCrCb, YIQ, CIE
XYZ and CIE LUV. YCrCb model is influenced little by
illumination variations and the most simplest and effective
model. Considering both the detection rates and speed, we
exploit the YCrCb model and classify a pixel simply to have
skin tone if its values fall within a range, which is learned
from the training dataset. In Fig. 3 shows the distribution
according to the statistics of 200 images in our dataset.

Fig. 3. Distribution of skin color in YCrCb model.

The skin color model is used to verify the regions detected
by Adaboost algorithm. If the ratio of skin color pixels
and total pixels is larger than the threshold, which is set
as 0.355 got by experiments, the regions are considered as
faces finally.

D. Face Recognition

In the subsection, Embedded Hidden Markov Model
(EHMM) [19] is employed to recognize the detected faces.
We know Hidden Markov Model is a set of statistical models
used to characterize the statistical properties of a signal,
which consists of five elements: (1) IV, the number of states
in the model; (2) M, the number of different observation
symbols; (3) A, the state transition probability matrix; (4) B,
the observation symbol probability matrix; (5)II, the initial
state distribution. With the factors, a HMM is defined as

A= (A,B,1I) @)

Each of facial regions (hair, forehead, eyes, nose, mouth
or chin) is assigned to a state in a left to right 1-demension
continuous HMM. Then the observation vectors consist of
a set of 2D DCT coefficients that are extracted from each
region. After the HMM \ = (A, B,1I) is being initialized,
the training data is uniformly segmented from top to bottom
in N =5 or 6 states and the observation vectors associated
with each state are used to obtain initial estimates of the
observation probability matrix B. The initial values for A
and II are set given the left to right structure of the face
model.

EHMM is similar to HMM, but consists of s set of
super states. Super states divide face into different regions

which are hair, forehead, eyes, nose and mouth, from top to
bottom. Each super state also consists of some states named
embedded states. The faces are divided into some blocks both
vertically and horizontally. 2D DCT features are extracted
from the blocks as the observation vectors. EHMM utilizes
more information of faces than HMM and the recognition
performance of EHMM is good. Fig. 4 describes the face
structure of EHMM and Fig. 5 is the program flow of
EHMM.

Farehcad

Fig. 4. Face structure of EHMM.
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Flowchart of EHMM.

Fig. 5.

ITI. RESULTS

In this section we present the performance of our proposed
algorithm on several real-world datasets. We first describe the
results of face detection and recognition on some benchmark
datasets, and then present our experimental results with a real
robot system.

A. Face Detection and Recognition Evaluation

GTAV face database [20] is used to test the effectiveness
of the proposed face detection algorithm in this paper. GTAV
database includes a total of 44 persons with 34 pictures
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per person which corresponding to different pose views
(0°, £30°, +45°, £60°,+90°) under three different illumi-
nations (environment or natural light, strong light source
from an angle of 45°, and finally an almost frontal mid-
strong light source). Furthermore, at least 20 more additional
frontal view pictures are included with different occlusions
and facial expression variations. The resolution of the images
is 320 x 240 with BMP format. In the experiment, 40 persons
with 15 images per person with different illuminations and
facial expressions are selected for the experiments. Half of
the faces images are used to train the cascade of classifiers.
We divided the test dataset into groups. Part of face detection
results are shown in Fig. 6 and Table I summarizes the
detection rate and speed. Our method can achieve a good
performance efficiently.

Fig. 6. Part of face detection results on GTAV.

TABLE I
FACE DETECTION RESULTS ON GTAV DATASET

# of Images | # of Persons | Detection rate Speed
1 115 19 85.8% 0.22s/image
2 165 25 79.6% 0.31s/image

We use the ORL face database [21] to evaluate the
recognition algorithm. The ORL database consists of 40
persons with 10 pictures per person. Half of the data (fiver
pictures per person) are used to train the EHMM while the
others are for test. We run the experiments with different
EHMM embedded states. The recognition results are shown
in table II with the recognition speed. The EHMM can
achieve excellent recognition results under certain defined
situation.

B. Robot System

A real robot system has been used to evaluate the pro-
posed approach in real-time performance. The adopted robot
system is shown in Fig. 7. Then the face detection and
recognition results are obtained under the system condition.

TABLE II
FACE RECOGNITION RESULTS ON ORL DATASET

Super states | Embedded states | Recognition rate | Recognition
number number speed

1 5 3,6,6,6,3 100% 4.1s/image

2 5 1,1,1,1,1 2% 1.3s/image

Face database is established by capturing the face images
from 15 persons in the laboratory, with 13 pictures per
person. Different images acquisition methods are performed
in this processing, performed by the robot system with
matched control strategies. Given these datasets, half of
images captured are used in the training stage for detection
and recognition. The test set including all the possible face
images to be captured in the scene, where each target random
cross the area differently.

Fig. 7. The robot system in the experiment.

Different results of different method (including Joint-Pose-
Res proposed in this paper) are compared. The baseline
methods are: (1) Resolution: capture the images with high
resolutions [8]-[10]; (2) Single Pose: acquiring images with
poses close to frontal or profile pose [11]; (3) Random:
assigns a random image to a camera each time.

TABLE 111
PERFORMANCE COMPARISON WITH DIFFERENT IMAGES ACQUISITION
METHODS
Image Acquisition Method | rpEval | Detection rate | Recognition rate
Resolution 3.60 47.4% 22.1%
Single Pose 2.86 42.1% 18.4%
Random 3.10 37.5% 253%
Joint-Pose-Res 4.19 62.1% 39.8%

To evaluation the performances with different method,
we use rpEval, Detection rate and Recognition rate as the
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evaluation matrix. As table III illustrates, the performance of
Joint-Pose-Res outperforms the other methods on the real-
time system. The detection rate can be more than 60% and
recognition rate can achieve about 40%. The resolution and
single pose have similar performances, while they achieve
lower recognition rate than the random sampling. It is
shown that they both are not very robust methods. With
more deliberative recognition methods, the rate is expected
to be even higher. The strategy proposed in this paper is
ubiquitous for various recognition methods and keep the
original recognition power.

IV. CONCLUSIONS

The paper introduces a robot-in-the-loop face detection
and recognition system with coordinative control platform.
This system is developed for robots to have the capability
of interaction with people in the uncontrolled indoor envi-
ronments. The target images are selected by the proposed
joint-pose-resolution method and robot can move according
to the position of the target images. In addition, Adaboost
algorithm and skin color model are used for efficient hu-
man face detection in the complex background rapidly and
efficiently. EHMM algorithm is employed to recognize the
detected faces with high recognition rate. The simulation and
experimental work by use of an actual robot verified the
effectiveness of the proposed system.

There are several direction for the future work. First, we
would like to extend current method to multiple cameras
system and develop algorithms for robot control. Second,
we will improve the current EHMM to increase the recog-
nition speed. In addition, active learning approaches which
is designed for stream robot vision data [22] could be
incorporated.
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