Colon cancer survival prediction using ensemble data mining on SEER data
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Abstract—We analyze the colon cancer data available from the SEER program with the aim of developing accurate survival prediction models for colon cancer. Carefully designed preprocessing steps resulted in removal of several attributes and applying several supervised classification methods. We also adopt synthetic minority over-sampling technique (SMOTE) to balance the survival and non-survival classes we have. In our experiments, ensemble voting of the three of the top performing classifiers was found to result in the best prediction performance in terms of prediction accuracy and area under the ROC curve. We evaluated multiple classification schemes to estimate the risk of mortality after 1 year, 2 years and 5 years of diagnosis, on a subset of 65 attributes after the data clean up process, 13 attribute carefully selected using attribute selection techniques, and SMOTE balanced set of the same 13 attributes, while trying to retain the predictive power of the original set of attributes. Moreover, we demonstrate the importance of balancing the classes of the data set to yield better results.
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I. INTRODUCTION

Cancers of the colon and rectum are of two of the most common types worldwide. Early diagnosis and treatment can greatly improve the chances of survivability [1].

The Surveillance, Epidemiology, and End Results (SEER) Program is a premier source of domestic statistics of cancer. The collected data from SEER represents 28% percent of the US population across several geographic regions. This data is available from the SEER website upon submitting a SEER limited-use data agreement form.

In this paper we analyze the colon cancer data available from the SEER program with the aim of developing accurate survival prediction models for colon cancer. The data analyzed in this study is from the surveillance, epidemiology and end results (SEER) Colon and Rectum cancer incidence data in the years of 1973-2009. The SEER Colon and Rectum cancer incidence data consist of four datasets named yr1973_2009.seer9, yr2000_2009.ca_ky_lo_nj_ga, yr2005.lo_2nd_half, and yr1992_2009.sj_la_rg_ak. The follow-up cutoff date of the datasets is December 31, 2009 [2].

Here we use supervised classification methods to predict survival of colon cancer patients, at the end of 1 year, 2 years and 5 years of diagnosis. We carried experiments with several classifiers to find that many meta classifiers used with decision trees and functions can give better results compared to basic classifiers. These results can be improved by adopting SMOTE to balance the survival and non-survival classes, and by combining the resulting prediction probabilities from several classifiers using an ensemble-voting scheme.

The rest of the paper is organized as follows: Section 2 summarizes related work, followed by a brief description of the prediction system used in this study in Section 3. A description of the data used in this work is described in Section 4. In Section 5 a list of the classification schemes used in the study is presented along side with a brief description. Experiments and results are presented in Section 6, followed by the conclusion and future work in Section 7.

II. BACKGROUND

With SEER data being publicly available, there is a mature literature on SEER data studies. SEER provides SEER*Stat a statistical software which provides convenience to analyze the data.

In addition, there have been data mining applications developed for various types of cancer based on SEER data. A number of techniques based on data mining have been proposed for the survivability analysis of various types of cancer. Zhou and Jiang [3] used decision trees and artificial neural networks for survivability analysis of breast cancer. Delen et al. [4] empirically compared neural networks, decision trees and, logistic regression for predicting breast cancer survivability. Comparisons of different methods were made by Endo et al. [5] on 5-year survivability of breast cancer diagnosed patients. They compared seven methods: artificial neural
Studies were also conducted on colorectal cancer. Fathy [8] studied colorectal cancer survivability prediction rates in relation to the number of hidden neurons in the Artificial Neural Networks (ANN). Stojadinovic et al. [9] describe how they utilize a data analytics suite named FasterAnalytics to build a machine-learned Bayesian Belief Network (ml-BBN) model for clinical decision support (CDS). Wang et al. [10] analyze colorectal cancer survival based on stage, age, gender, and race. Data mining applications and studies of colorectal cancer are not covered as much as breast or lung cancers.

III. PREDICTION SYSTEM

The most important step of the process is to understand and clean the data. Our system consists of several stages. These stages consist of: SEER-related preprocessing, Problem specific preprocessing, Predictive modeling and Evaluation, as depicted in Figure 1.

1) SEER-related preprocessing. The data provided by SEER is in raw format. A script was developed to convert the data into csv format. Also, in this stage the following conversions/calculations were performed on the datasets to format the raw data to appropriate values

   a) Convert apparently numeric attributes to nominal, e.g., marital status, sex

   b) Convert Size of Tumor to cm from SEER’s coding. E.g. code 100 is equivalent to 10.0 cm

   c) Calculate the survival time in months (numeric) from SEER’s format of YYMM

2) Problem-specific preprocessing. In this stage the following filters were applied and class attributes were derived

   a) Filter data records for the period of interest. Period of [1998, 2003]

   b) Filter data records that are related to the cancer in study. Primary Site [C18.0-C18.9]

   c) Filter all attributes that may indicate that vital status of the patient

   d) Derive appropriate binary attributes for survival, e.g., 5-year survival

   e) Remove attributes that do not vary at all or that vary too much. Constant attributes are removed, and attributes that exceed a maximum variance threshold e.g. 99%

3) Predictive modeling. This is where supervised classification methods are employed to construct predictive models for cancer-specific survival, on the preprocessed data. The two straightforward steps of this stage are:

   a) Split the data into training and testing sets or use cross-validation

   b) Conducting experiments using the different classification schemes

4) Evaluation. In this stage the models were compared with respect to different metrics from the predictive modeling stage. These metrics include:

   a) Percent of correct classified instances

   b) Area Under the Receiver Operating Characteristic (ROC Curve)

IV. DATA CLEANUP

The data used in these experiments is from the period 1998 to 2003. Since the follow-up cutoff date of the datasets is December 31, 2009 and a large number of the attributes are applicable for records of years 2004+, we considered data until December 31, 2003. This decision was made to conduct the study for 5-year survivability. Also, to minimize the number of missing data due to the applicability of the attribute we have, our datasets start from January 1, 1998.

Since SEER data of colon and rectum cancers are represented together we had to filter the data to include only colon cancer cases. Any instances with cause of death not related to colon cancer were removed.

After finishing the cleanup process we had a total of 65 attributes plus the class. The class can be 1 year, 2 years, or 5 years survivability. The data from SEER consisted of 788,892 records it was truncated to 105,133 records after selecting the period and type of cancer. Table 1 shows the class distribution of the data used in our experiments.
TABLE I. CLASS DISTRIBUTION

<table>
<thead>
<tr>
<th>Table Head</th>
<th>Survival Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 Year</td>
</tr>
<tr>
<td>Not Survived</td>
<td>21.44%</td>
</tr>
<tr>
<td>Survived</td>
<td>78.56%</td>
</tr>
</tbody>
</table>

We took the resulting set of attributes and performed attribute selection using Correlation Feature Selection (CFS) [11] and Information Gain Ration and selected 13 attributes from the 65 attributes. In figure 2 we plot relative information gain for each of these 13 attributes. The information is presented side by side for the three periods of interest along with the average.

As a result of this data clean up process we have two sets of attributes to evaluate. The first model includes all the available attributes after filtering the data and removing the useless attributes to our study, which consisted of 65 attributes. The second model consists of 13 attributes, which we obtained after running feature selection methods on the 65 attributes. The last model consists of 13 attributes, which we obtained after running SMOTE to balance the two class instances of survived and non-survived patients and then selecting the same 13 attributes in the second model.

The following subsections provide information about the SMOTE pre-processing step, and definitions for the 13 selected attributes from the SEER Dictionary obtained with the data.

A. Synthetic Minority Over-sampling Technique (SMOTE)

As presented in table 1 the data we have is imbalanced. SMOTE [12] an algorithm to balance the different classes in the data. The data set was balanced by using the SMOTE filter in Weka. The minority class in the 1 year, 2 years, and 5 years sets were oversampled by 266%, 128%, and 38% respectively. The SMOTE algorithm generates synthetic examples by oversampling the minority class and introducing new synthetic patient records.

B. Selected Attributes

1) EOD-Extension: Documented extension of tumor away from the primary site.

2) SEER modified AJCC Stage 3rd ed (1988-2003): The modified version stages cases that would be unstaged under strict AJCC staging rules

3) Birth Place: Place of birth encoded.

4) EOD-Lymph Node Involv: Recode for highest specific lymph node chain that is involved by the tumor.

5) Regional Nodes Positive: Records the exact number of regional lymph nodes examined.

6) RX Summ-Surg Prim Site: Describes a surgical procedure that removes and/or destroys tissue of the primary site performed as part of the initial work-up or first course of therapy.

7) Histologic Type ICD-O-3: Describes the microscopic composition of cells and/or tissue for a specific primary.

8) Reason for no surgery: Documents the reason that surgery was not performed on the primary site.

9) Age at diagnosis: Represents the age of the
patient at diagnosis for this cancer.

10) **Diagnostic Confirmation:** Records the best method used to confirm the presence of the cancer being reported. The data item is not limited to the confirmation at the time of diagnosis; it is the best method of confirmation during the entire course of the disease.

11) **EOD-Tumor Size:** Records the largest dimension of the primary tumor in millimeters.

12) **Behavior (92-00) ICD-O-2:** Behavior codes of the cancer.

13) **Primary Site:** Identifies the site in which the primary tumor originated.

V. **CLASSIFICATION SCHEMES**

The classification schemes used in our experiments are of two types: basic classifiers, and meta classifiers. The basic classifiers consist of trees, functions, and statistical methods. The meta classifiers are used to boost these basic classifiers and improve their performance. This section describes the classifiers used in our experiments.

A. **Basic Classifiers**

1) **J48 decision tree:** J48 (or C4.5) is a decision tree based classifier. While constructing the decision tree, the J48 algorithm [13] identifies the attribute that must be used to split the tree further based on the notion of information gain/gini impurity.

2) **Reduced error-pruning tree:** Commonly known as REPTree [14], it is an implementation of a fast decision tree learner, which builds a decision/regression tree using information gain/variance and prunes it using reduced-error pruning.

3) **Random Forest:** The Random Forest [15] classifier consists of multiple decision trees. The final class of an instance in a Random Forest is assigned by outputting the class that is the mode of the outputs of individual trees, which can produce robust and accurate classification, and ability to handle a very large number of input variables.

4) **Alternating decision tree:** ADTree [16] is a decision tree classifier, which supports only binary classification. It consists of two types of nodes: decision and prediction.

5) **Logistic Regression:** Logistic Regression [17] is used for prediction of the probability of occurrence of an event by fitting data to a sigmoidal S-shaped logistic curve. Logistic regression is often used with ridge estimators to improve the parameter estimates and to reduce the error made by further predictions.

B. **Meta Classifiers**

1) **Bagging:** Bagging [15] is a meta-algorithm to improve the stability of classification and regression algorithms by reducing variance.

2) **AdaBoost:** AdaBoost [18] is a commonly used ensembling technique for boosting a nominal class classifier. In general, boosting can be used to significantly reduce the error of any weak learning algorithms.

3) **Random SubSpace:** The Random Subspace classifier [19] constructs a decision tree based classifier consisting of multiple trees, which are constructed systematically by pseudo-randomly selecting subsets of features, trying to achieve a balance between overfitting and achieving maximum accuracy.

4) **Voting:** Voting is a popular ensemble technique for combining multiple classifiers. It has been shown that ensemble classifiers using voting may outperform the individual classifiers in certain cases [20].

VI. **EXPERIMENTS AND RESULTS**

In our experiments, we used the WEKA toolkit for data mining [21]. 10-fold cross-validation was used for evaluation. Cross-validation is used to evaluate the prediction performance of data mining models to avoid over-fitting. In k-fold cross-validation, the input data is divided into k random segments. k – 1 segments are used to build the model and the remaining segments are used to evaluate the model. In 10-fold cross-validation this process is repeated 10 times and the final validation result is the average of the 10 repetitions. We used prediction accuracy and area under the ROC curve to evaluate the models in our experiments. The area under the ROC curve is recommended as a performance metric to evaluate different machine learning algorithms [22].

A total of 20 classification schemes were used. 5 basic classifiers, and a combination of the 3 meta classifiers with the 5 basic classifiers as an underlying classifier. We also performed ensemble voting of 3 of the performing classification schemes.

Each of these 20 classification schemes was evaluated for 1 year, 2 years, and 5 years. Figures 3, 5, and 6 show the percentage accuracy for the classifiers that finished execution plus ensemble voting for 3 of the top classifiers on the dataset of 13 attributes obtained after SMOTE class balancing. Figures 4, 6, and 8 respectively show the corresponding area under the ROC curve for results of 1 year, 2 years, and 5 years survivability. As described earlier, the original dataset consisted of 134 attributes that was reduced to 65 attributes by removing useless attributes related to the period and cancer related our study. Further attribute selection using CFS and Information Gain yielded a subset of 13 features. Moreover, another dataset of 13
features has been generated using SMOTE balancing of survived and non-survived classes.

As evident from the figures, there are many classification schemes that perform well. After combining the top 3 performing classification schemes on the SMOTE balanced dataset and using ensemble voting to combine their predictive powers we noticed that ensemble voting shows the best results in our study.

The ensemble voting model has predictive percentage accuracy of 90.38%, 88.01%, and 85.13% for 1 year, 2 years, and 5 years respectively and an AUC of 0.96, 0.95, and 0.92 for 1 year, 2 years, and 5 years respectively.
VII. CONCLUSION AND FUTURE WORK

In this paper, we used different basic and meta classification schemes to construct models for survival prediction for colon cancer patients. Prediction accuracies of 90.38%, 88.01%, and 85.13% and an AUC of 0.96, 0.95, and 0.92 were obtained for the 1-year, 2-year and 5-year colon cancer survival prediction using the ensemble voting classification scheme. We have identified 13 attributes that have approximated the predictive power of 65 attributes. We also demonstrate how balancing the classes in the dataset yields better results if the imbalance is big.

Future work includes exploring more techniques to deal with imbalanced data. Also, we plan to build a colon cancer outcome calculator. An outcome calculator can accurately estimate survivability of a colon cancer patient. Moreover, it can aid doctors in decision-making and provide a better understanding of the risks involved in a particular treatment procedure, based on patient-specific attributes. Further more we also plan to do similar analysis for other cancers.
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Fig. 5. 2 years survivability percentage accuracy comparison of 65 attributes, 13 attributes and 13 attributes after SMOTE class balancing

Fig. 6. 2 years survivability area under the curve (AUC) comparison of 65 attributes, 13 attributes and 13 attributes after SMOTE class balancing
Fig. 7. 5 years survivability percentage accuracy comparison of 65 attributes, 13 attributes and 13 attributes after SMOTE class balancing

Fig. 8. 5 years survivability area under the curve (AUC) comparison of 65 attributes, 13 attributes and 13 attributes after SMOTE class balancing