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ABSTRACT
Sequence comparison is considered as a cornerstone applica-
tion in bioinformatics, which forms the basis of many other
applications. In particular, pairwise sequence alignment is
a fundamental step in numerous sequence comparison based
applications, where the typical purpose of pairwise sequence
alignment step is homology detection, i.e., identifying re-
lated sequences. Estimation of statistical significance of a
pairwise sequence alignment is crucial in homology detec-
tion. A recent development in the field is the use of pairwise
statistical significance as an alternative to database statis-
tical significance. Although pairwise statistical significance
has been shown to be potentially superior than database
statistical significance for homology detection (evaluated in
terms of retrieval accuracy), currently it is much time con-
suming since it involves generating an empirical score dis-
tribution by aligning one sequence of the sequence-pair with
N random shuffles of the other sequence. In this paper, we
present a parallel algorithm for pairwise statistical signifi-
cance estimation, called MPIPairwiseStatSig, implemented
in C using MPI. Distributing the most compute-intensive
portions of the pairwise statistical significance estimation
procedure across multiple processors has been shown to re-
sult in near-linear speed-ups for the application.
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1. INTRODUCTION
With sequencing becoming easier and more affordable, a
tremendous amount of biological sequence data is becom-
ing easily available in the public domain. Analyzing this
data and deriving meaningful information requires intelli-

gently designed computational methodologies. High perfor-
mance computing techniques are expected to play a key role
in achieving this goal, and are already widely used in var-
ious applications in bioinformatics and computational biol-
ogy. Pairwise sequence alignment is one of the most impor-
tant computational problems in bioinformatics for analyz-
ing and comparing DNA and protein sequences [29, 9, 10].
There exist many algorithms [32, 16, 15] and heuristic-based
approaches [26, 10, 28, 19, 18] for local sequence alignment.

In bioinformatics, almost everything depends on the inter-
relationship between sequence, structure, and function, which
makes sequence comparison a cornerstone application in bioin-
formatics for finding biologically related sequences (homologs).
Pairwise alignment methods report an alignment score for an
alignment of two sequences, and pairs of related sequences
should, in general, have higher scores. But the alignment
score is just a mathematical score which by itself does not
tell anything about the relatedness of the sequences. For
instance, two related sequences of length 100 can have an
optimal alignment score of 50, and two unrelated sequences
of length 500 can have an optimal alignment score of 200.
Therefore, to comment on the relatedness of the two se-
quences being aligned, the statistical significance of the align-
ment score, which is the likelihood of that alignment score
being produced by the alignment of two unrelated sequences
of similar features, is commonly estimated. An alignment
score is more statistically significant if it has a low prob-
ability of occurring by chance. Since the alignment score
distribution depends on various factors like the alignment
program, scoring scheme, sequence lengths, and sequence
compositions [22], it is possible that two sequence pairs have
optimal alignments with scores x and y with x < y, but x
more statistically significant than y. It is important to note
here that although statistical significance may be a good
preliminary indicator of biological significance, it does not
necessarily imply biological significance [7, 25, 22, 20].

The statistical significance of hits (database sequences found
to be similar to the query sequence) reported by popular
database search programs like BLAST [10], FASTA [27, 28],
SSEARCH (using full implementation of Smith-Waterman
algorithm [32]), and PSI-BLAST [10, 31] is called database
statistical significance, which is dependent on the size and
composition of the database being searched. Over the last
few years, there have been significant improvements to the
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Table 1: Execution time break-up for different
stages of pairwise statistical significance estimation

Seq. length Shuffling Alignment Fitting

128 1.2% 98.6% 0.2%
256 0.7% 99.3% 0.0%
512 0.3% 99.7% 0.0%
1024 0.2% 99.8% 0.0%

BLAST and PSI-BLAST programs [31, 34, 35], which have
been shown to improve search performance using composition-
based statistics and other enhancements.

Recently, an alternate method to evaluate the statistical sig-
nificance of an alignment was studied. Known as pairwise
statistical significance [1, 2], it is specific to the sequence-pair
being aligned, and independent of any database. Further
studies on pairwise statistical significance using multiple pa-
rameter sets [4], and sequence-specific/position-specific sub-
stitution matrices [5] have demonstrated it to be a promising
method capable of producing much more biologically rele-
vant estimates of statistical significance than database sta-
tistical significance. However, the current implementations
are quite slow for pairwise statistical significance to be used
in many applications.

Message Passing Interface (MPI) [13] is a library specifi-
cation for the message-passing model of parallel computa-
tion. In this computation model, independent processes
share data and synchronize execution by sending and re-
ceiving messages. MPI is widely implemented and deployed
on distributed memory systems, from small clusters to mas-
sively parallel supercomputers, making it a good choice for
the implementation of distributed algorithms.

In this paper, we use MPI to parallelize the pairwise statis-
tical significance estimation procedure. The pairwise statis-
tical significance estimation procedure can be decomposed
into three main tasks: shuffling, alignment, and fitting. As
shown in Table 1, the alignment and shuffling tasks comprise
the overwhelming majority of the total execution time. De-
creasing the time taken by these two tasks will therefore
result in significant performance benefits for the algorithm
as a whole, which is confirmed by experimental results.

The rest of the paper is organized as follows: Section 2
presents a formal description of pairwise statistical signif-
icance estimation procedure, followed by the proposed par-
allel algorithm in Section 3 of the paper. Experiments and
results are presented in Section 4, followed by the conclusion
and future work in Section 5.

2. PAIRWISE STATISTICAL SIGNIFICANCE
The score distribution for ungapped local alignment is known
to follow a Gumbel-type EVD [17], with analytically calcula-
ble parameters, K and λ. The probability that the optimal
local alignment score S exceeds x is given by the P-value:

Pr(S > x) ∼ 1− e−E ,

where E is the E-value and is given by

E = Kmne−λx .

and m and n are the lengths of the two sequences being
aligned.

For gapped alignment score distribution, no perfect statisti-
cal theory has yet been developed, although there is ample
empirical evidence that it also closely follows Gumbel-type
EVD [33, 8, 27, 21, 24, 15], even when using multiple pa-
rameter sets [4] and position-specific substitution matrices,
as used by PSI-BLAST. Therefore, the frequently used ap-
proach has been to fit the score distribution to an extreme
value distribution to get the parameters K and λ. In gen-
eral, the approximations thus obtained are quite accurate
[20]. There exist some excellent reviews on statistical signif-
icance in sequence comparison [25, 30, 22, 20].

Pairwise statistical significance is an attempt to make the
statistical significance estimation process more specific to
the sequence pair being compared. A study of pairwise sta-
tistical significance and its comparison with database statis-
tical significance [1, 2] compared various approaches to es-
timate pairwise statistical significance like ARIADNE [21],
PRSS [28], censored-maximum-likelihood fitting [11], linear
regression fitting [15]. The maximum likelihood fitting with
censoring left of peak (described as type-I censoring in [11])
was found to be the most accurate method for estimating
pairwise statistical significance.

Pairwise statistical significance described in [1, 2] can be
thought of as being obtainable by the following function:

PairwiseStatSig(Seq1, Seq2, SC,N)

where Seq1 is the first sequence, Seq2 is the second sequence,
SC is the scoring scheme (substitution matrix, gap opening
penalty, gap extension penalty), and N is the number of
shuffles. The function PairwiseStatSig, therefore, gener-
ates a score distribution by aligning Seq1 with N shuffled
versions of Seq2, fits the distribution to an EVD using cen-
sored maximum likelihood fitting to obtain the statistical
parameters K and λ, and returns the pairwise statistical sig-
nificance estimate of the pairwise alignment score between
Seq1 and Seq2 using the parameters K and λ. The scor-
ing scheme SC can be extended to use sequence-pair-specific
distanced substitution matrices or multiple parameter sets,
as used in [3] and [4] respectively. Further, a sequence-
specific/position-specific scoring scheme SC1 specific to one
of the sequences (say Seq1) can be used to estimate pair-
wise statistical significance using sequence-specific/position-
specific substitution matrices [5]. Pairwise statistical signif-
icance has also been used to reorder the hits from a fast
database search program like PSI-BLAST [6]. However,
since estimation of pairwise statistical significance for a sin-
gle pair involves N alignments, it is very time consuming
and can be impractical for estimating pairwise statistical
significance of a large number of sequence pairs.

3. PARALLEL PAIRWISE STATISTICAL
SIGNIFICANCE ESTIMATION

As presented in the previous section, each shuffling operation
during the pairwise statistical significance estimation proce-
dure is independent, as is each alignment operation. More-
over, each alignment operation depends only on the output
of a single shuffling operation. We can therefore express the
procedure as N independent shuffled alignments, each of
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Figure 1: MPIPairwiseStatSig psuedo-code.

Figure 2: Flowchart depicting the distribution of workload for MPIPairwiseStatSig.
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which shuffles Seq2 and aligns the shuffled sequence against
Seq1, followed by the fitting task. The independent shuffled
alignment tasks map very well to programming models ca-
pable of expressing task parallelism, like MPI. Figures 1 and
2 present the pseudo code and a simplified flowchart for the
parallelized algorithm.

4. EXPERIMENTS AND RESULTS
In this section we present the timing results of MPIPair-
wiseStatSig. The MPIPairwiseStatSig program was used to
estimate the pairwise statistical significance of five pairs of
sequences of length 100, 200, 400, 800, and 1600, for 2, 4,
8, 16, 32, and 64 processors. The nodes of the cluster used
for these experiments were 2.8 GHz dual Intel Xeon nodes.
The BLOSUM50 substitution matrix was used for alignment
with affine gap penalty of 10+2k for a gap of length k. The
number of shuffles N was set to 1000, as used in previous
studies on pairwise statistical significance [1, 2, 3, 4, 5]. The
running times for each run were recorded and compared with
the running times of the sequential version of the program.
Fig. 3 presents the timing and speed-up results. All times
are in seconds. Almost linear speed-ups are observed due to
parallelizing the most task-parallel, compute-intensive step
of the algorithm.

Fig. 4 presents the break-up of the time the algorithm spent
during various stages. The shuffling and alignment task,
which is distributed across the different processors, takes
the maximum amount of time. As number of processors are
increased, the shuffling and alignment time per processor
reduces, thereby giving near-linear speed-ups.

MPIPairwiseStatSig is guaranteed to deliver the same per-
formance as PairwiseStatSig [1, 2] in terms of statistical sig-
nificance accuracy and retrieval accuracy, since the random
shuffles across the different processors are seeded differently,
which makes the shuffles equally pseudo-random as perform-
ing them all on a single processor.

For the database search application, pairwise statistical sig-
nificance has earlier been shown to give significantly better
results than popular database search programs like BLAST,
PSI-BLAST, and SSEARCH, and hence, MPIPairwiseStat-
Sig can now make pairwise statistical significance more read-
ily usable for many sequence-comparison applications such
as database search, for which using single processor would
be extremely slow.

The MPIPairwiseStatSig program for pairwise statistical sig-
nificance estimation is available for free academic use at
www.cs.iastate.edu/ ∼ankitag/ MPIPairwiseStatSig.html

5. CONCLUSION AND FUTURE WORK
In this paper, the pairwise statistical significance estima-
tion procedure is parallelized using Message Passing Inter-
face (MPI) library, and a C implementation of the same is
made available. By distributing the most heavily compute-
intensive task of shuffling and alignment, near-linear speed-
ups have been obtained, which is expected to be extremely
useful in the wide variety of applications based on sequence
comparison.

Future work includes further improving end-to-end applica-

tion speed-up using data parallel methods for accelerating
the alignment task. Apart from the task parallel implemen-
tation presented in this paper, there also exist data parallel
methods for accelerating the alignment task, such as Stream-
ing SIMD Extension (SSE) implementations [12], and FPGA
implementations [23, 14], which exploit parallelism within
each alignment operation. These approaches are comple-
mentary to the task parallel implementation presented here,
in the sense that MPI can be used to parallelize the shuffled
alignments across multiple nodes, and data parallel meth-
ods can be used to speed up the computations performed
on each node. Combining the two approaches should yield
better speed-ups.

Future work also includes using MPIPairwiseStatSig for sequence-
comparison applications in bioinformatics. In particular,
since pairwise statistical significance has been earlier shown
to give superior retrieval accuracy than popular database
search programs, a database search program can be designed
based on pairwise statistical significance using MPIPairwis-
eStatSig. MPIPairwiseStatSig can also be used in conjunc-
tion with a fast database search program like BLAST to
recover the homologs missed by BLAST.
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Figure 3: Timing and speed-up results using MPIPairwiseStatSig for sequence-pairs of length (a) 100, (b)
200, (c) 400, (d) 800, (e) 1600.
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Figure 4: Percentage of time spent during different stages of the algorithm for sequence-pairs of length (a)
100, (b) 200, (c) 400, (d) 800, (e) 1600.
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