Identifying HotSpots in Five Year Survival Electronic Health Records of Older Adults
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Abstract—Understanding the prognosis of older adults is a big challenge in healthcare research, especially since very little is known about how different comorbidities interact and influence the prognosis. Recently, a electronic healthcare records dataset of 24 patient attributes from Northwestern Memorial Hospital was used to develop predictive models for five year survival outcome. In this study we analyze the same data for discovering hotspots with respect to five year survival using association rule mining techniques. The goal here is to identify characteristics of patient segments where the five year survival fraction is significantly lower/higher than the survival fraction across the entire dataset. A two-stage post-processing procedure was used to identify non-redundant rules. The resulting rules conform with existing biomedical knowledge and provide interesting insights into prognosis of older adults. Incorporating such information into clinical decision making could advance person-centered healthcare by encouraging optimal use of healthcare services to those patients most likely to benefit.
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I. INTRODUCTION

Professional guidelines recommend that providers consider patient prognosis in order to optimize evidence-based, patient-centered preventive service use. The American Geriatrics Society recommends that patients and providers consider prognosis when making decisions about how aggressively to treat hyperglycemia, blood pressure, or lipid disorders in patients with diabetes [1]. Several other professional society guidelines recommend that patients and providers consider prognosis when making decisions about cessation of cancer screening [2]. In the absence of accurate prognostic information, providers often ignore these recommendations, instead relying on age-based cutoffs to make medical decisions [3]. This ultimately leads to poor quality care. For example, consider the following patients:

- **Patient A**: A 70 year-old man with hypertension, kidney disease, diabetes, a consistently uncontrolled blood pressure, and a slightly elevated Creatinine.
- **Patient B**: A 80 year-old man in excellent health with no chronic medical conditions, excellent blood pressure, and normal laboratory studies.

Patient B is healthy, and despite his advanced age, is likely to live long enough to benefit from cancer screening. Patient A on the other hand is ill, and therefore likely to suffer more harms than receive benefits from cancer screening. In current practice, however, Patient A is more likely to receive colon cancer screening than Patient B simply because Patient A is younger. Using age- and population-based guidelines leads to both overuse of cancer screening (Patient A) and underuse of cancer screening (Patient B), representing a significant quality problem.

It is therefore necessary to have a better understanding of the prognosis of an individual patient while making decisions about the course of healthcare delivery. This is even more critical for older adults, since advanced age is many times accompanied by multiple healthcare conditions which can interact among themselves in a myriad of ways and influence the overall prognosis of the patient. Such complex interactions and their impact of the overall survival is far from being well-understood.

In this era of “big data”, huge amounts of various personalized information such as patients’ electronic health records (EHR) is increasingly becoming available. In general, our ability of generate, collect, and store more and more data has advanced tremendously, but the analytical capability has not been able to keep pace with it. This is true in practically all fields, and the field of medicine and healthcare is no exception to it, where the Fourth paradigm of science (data-driven analytics) is increasingly becoming popular and has led to the emergence of the new field of healthcare informatics. The Fourth paradigm of science [4] unifies the previous three paradigms of science – namely theory, experiment, and simulation/computation. The need for data science in healthcare has also been emphasized by large-scale federal initiatives both in the US and elsewhere.

The rich clinical data available within the EHR allows for a more comprehensive assessment of an individual patient’s prognosis. There have been many works dealing with application of data-driven analytics in healthcare [5], [6], [7], [8], [9], [10]. In one such work, a high-dimensional EHR database from Northwestern Memorial Hospital was analyzed to build predictive models of five year survival using ensemble
predictive mining techniques [9] and an online five year life expectancy calculator was developed deploying those models [11] using 24 patient attributes. The ensemble predictive model was shown to outperform other better known prognostic indices, like the Charlson Comorbidity Index [12] and Walter Life Expectancy Index [13].

In this work, we analyze the same dataset used in [9] for the purpose of identifying hotspots with respect to five year survival using association rule mining techniques. The goal here therefore, is to automatically discover segments of this data where the survival fraction is significantly higher or significantly lower than the survival fraction across the entire dataset. The application of association rule mining techniques can result in a large number of association rules, but many of them may be redundant. We used a two-step semi-manual post-processing procedure to eliminate the redundant rules. The non-redundant rules discovered as a result of the current analysis represent interesting insights into the prognosis of older adults.

The rest of the paper is organized as follows: Section II gives an overview of association rule mining and describes the HotSpot algorithm used in this work, followed by a description of the data and its attributes in Section III. Experiments and results are presented in Section IV, and finally the conclusion and future work in Section V.

II. ASSOCIATION RULE MINING

Association rule mining is a class of machine learning techniques that are useful to discover patterns in the data. In contrast to predictive modeling where the goal is to predict the value of a target variable based on the values of input variables, the goal in association rule mining is bottom-up discovery of associations among the attributes.

It is formally stated as follows [14]: Let \( I \) be a set of \( n \) binary attributes called items. Let \( T \) be a set of transactions. Each transaction in \( T \) contains a subset of the items in \( I \). A rule is defined as an implication of the form \( X \Rightarrow Y \) where \( X, Y \subseteq I \) and \( X \cap Y = \phi \). The sets of items \( X \) and \( Y \) are called antecedent (left-hand-side or LHS) and consequent (right-hand-side or RHS) of the rule respectively. A target/outcome attribute, if available, is fixed as the RHS set \( Y \), and thus association rule mining would discover segments \( X \) where the average value of the target attribute (or fraction of the instances with the target attribute having the value of interest, in case the target attribute is nominal) is significantly higher or lower from that across the entire dataset. A commonly given example from market basket analysis is of the rule \( \{ \text{Bread} \} \Rightarrow \{ \text{Butter} \} \), meaning that customers who buy bread also buy butter.

Some of the association rule mining algorithms only work with binary attributes, indicating the presence/absence of the item in the transaction. To be able to use nominal attributes (having multiple but finite possible values) and numeric attributes (having continuous range of numerical values) with such algorithms, it is often necessary to derive binary attributes first for the purpose of association rule mining. Popular algorithms for association rule mining include Apriori [15], Eclat [16], FP-Growth [17].

Note that the problem of association rule mining is tantamount to the inverse question of retrieval in databases. In database retrieval, the input query is the segment definition in terms of attribute values, and the database system returns the segment, whose properties can subsequently be analyzed. However, such database retrieval cannot automatically discover segments with high fraction of a target attribute value of interest, which is exactly what association rule mining can do. Let us see it in context of the current EHR data. In this case, we have several patient attributes including an binary outcome/target attribute (five year survival). Let us say the average fraction of patients who did not survive at least five years is \( f \). It would then be of interest to automatically discover from the data under what conditions – as defined by the combination of patient attribute-values – is the survival time \( f' \) significantly higher or significantly lower than \( f \).

**HotSpot Algorithm**

This is an association rule mining algorithm where the RHS or consequent is fixed to the target attribute. It is a simple yet powerful algorithm which can be used for segmentation with both nominal and numeric target attributes. It uses a greedy approach to construct the association rules in a tree-like fashion, where the depth-first search is constrained by the three parameters. The root of the tree consists of the entire data where the average fraction of the target attribute is \( f \). A branch is added if the algorithm is able to find segment defined by fixing the value of a single attribute such that the resulting fraction of the target attribute in that segment \( f' \) is significantly higher or lower.

1) **Maximum branching factor**: This represents the maximum number of children nodes to consider at each node, and controls the amount of search performed, since the algorithm uses a greedy search. A higher value of this parameter would lead to a greater amount of search and potentially more number of rules.

2) **Minimum improvement in target value**: The algorithm must be able to find at least this much improvement in the target value of the resulting segment in order to add a new branch. The improvement in the target value can be defined as either an increase or a decrease in the average target value (in case of numeric targets) or target fraction (in case of nominal targets). Higher values would contrain the search and result in less number of rules.

3) **Minimum segment size**: The size of the resulting segment must be at least this much in order to add a new branch. This relates to the support or generalizability of the rule. Lower values of support would result in discovery of more rules. Very low values would give many noisy rules that are applicable to only a few instances, while very high values may give very few or no rules at all.
The data mining workflow used in this work. EHR data is extracted for patients with at least one visit to NMFF in 2003, nearly 1000 attributes were derived, in a bid to provide domain knowledge to the predictive model. Multiple rounds of automatic attribute selection interleaved with manual inspection and selection were performed to identify a small non-redundant attribute set. All instances with any missing/unknown values are then removed to get the dataset for association rule mining. HotSpot algorithm was used for association rule mining, and redundant rule removal procedure performed to get the final list of non-redundant association rules.

The HotSpot algorithm itself is quite straightforward. It begins with the entire dataset at the top, and goes down the data in a depth-first fashion using a greedy approach, i.e., by identifying an attribute which would give the maximum improvement in target value subject to the above constraints and subsequently branching on that to create a new child node. It then tries the same thing at every node recursively. Each node of the resulting tree corresponds to an association rule represented by the corresponding segment. The HotSpot algorithm has previously been used for finding association rules in a lung cancer dataset [8], [18].

We use the implementation of the HotSpot algorithm provided in the WEKA data mining toolkit [19].

III. EHR DATA OF OLDER ADULTS USED FOR ASSOCIATION RULE MINING

In this work, we have used the same dataset as used in [9]. Some key features of the data are again described here. Patient-level EHR data was extracted from the Enterprise Data Warehouse (EDW) implemented by Northwestern University (NU), Northwestern Memorial Hospital (NMH), and Northwestern Medical Faculty Foundation (NMFF) using Cerner and Epic EHR. Those patients were selected with at least one visit to NMFF in 2003 aged 50 years or more. This was linked with the National Death Index for the years 2003-2008, to be able to model 5-year survival. Five year survival is typically recommended to be considered while making because decisions about preventive service use (eg, cancer screening, aggressive glucose control) [20].

A total of 980 predictive attributes for 7463 patients were derived. The attributes were derived from all a priori plausible predictors of mortality available within the EHR. These included: 11 sociodemographic attributes, 117 comorbidities, 20 vital signs, 120 laboratory results, 664 possible medications, and 48 healthcare utilization attributes. Please refer to [9] for details. Multiple rounds of feature selection techniques were used to find a subset of 23 features, to which sex was added for a final set of 24 input attributes. The target/outcome attribute denoted whether or not the patient survived at least 5 years. For the current analysis, only those patient instances were included that did not have missing or unknown values for any of the attributes, since we are interested in finding segments with precise attribute definitions. The resulting database consisted of 4262 instances, 24 input attributes, and the target attribute.

The overall data-driven process is depicted as a block diagram in Figure 1. The 25 attributes present in the dataset are as follows:

1) **Age**: Numeric age of the patient
2) **Sex**: Gender of the patient (male/female)
3) **Heart failure diagnosis**: Whether or not patient has been diagnosed with heart failure (yes/no)
4) **Atrial fibrillation diagnosis**: Whether or not patient has been diagnosed with atrial fibrillation (yes/no)
5) **Any kidney disease diagnosis**: Whether or not patient has been diagnosed with any kidney disease (yes/no)
6) **Any cardiovascular disease diagnosis**: Whether or not patient has been diagnosed with any cardiovascular disease (yes/no)
7) **Dementia diagnosis**: Whether or not patient has been diagnosed with dementia (yes/no)
8) **Metastatic cancer diagnosis**: Whether or not patient has been diagnosed with metastatic cancer (yes/no)
9) **Anemia diagnosis**: Whether or not patient has been diagnosed with anemia (yes/no)
10) **Chemotherapy diagnosis**: Whether or not patient has been given chemotherapy (yes/no)
11) **Comorbidity count**: Number of comorbidities
12) **Number of visits for any cancer diagnosis (0-1 year before)**: Number of doctor visits for any cancer diagnosis in the past year.
13) **Number of primary care physician visits (0-1 year before)**: Number of primary care physician visits in the
past year.

14) Number of hospitalizations (0-1 year before): Number of hospitalizations in the past year.
15) Number of hospitalizations (1-2 years before): Number of hospitalizations between one and two years prior to the current date.
16) Mean diastolic blood pressure: Numeric value of mean diastolic blood pressure (in mm Hg).
17) Mean albumin: Numeric value of mean albumin (in g/dL).
18) Highest blood urea nitrogen: Numeric value of highest blood urea nitrogen (in mg/dL).
19) Mean creatinine: Numeric value of mean creatinine (in mg/dL).
20) Lowest sodium: Numeric value of lowest sodium (in mEq/L).
21) Highest bicarbonate: Numeric value of highest bicarbonate (in mEq/L).
22) Lowest calcium: Numeric value of lowest calcium (in mg/dL).
23) Digoxin prescription: Whether or not the patient has been prescribed digoxin (yes/no).
24) Loop diuretic prescription: Whether or not the patient is on loop diuretic prescription (yes/no).
25) Death: Whether the patient died within 5 years of the current hospital visit (yes/no).

IV. EXPERIMENTS AND RESULTS

Of the 4262 patients in the dataset, 653 died within five years and 3609 survived at least five years. The not survived fraction \( f \), therefore, is 15.32%, and the goal of association rule mining is to find segments where this fraction \( f' \) is significantly higher or lower than \( f \). Figure 2 shows the histograms of all the 24 attributes color-coded by the outcome attribute.

We performed two independent analyses to find segments in which the fraction of patients not survived after five years was higher and lower than the fraction across the entire dataset. Several combinations of algorithm parameters (maximum branching factor, minimum improvement in target value, and minimum segment size) were tried. Here we report the results with the same parameters as used in [8]: maximum branching factor = 3, minimum improvement in target value = 1%, and minimum segment size = 100.

It is well known that association rule analysis can lead to the discovery of a large number of redundant rules, which need to be post-processed. Here we used a two-stage semi-manual procedure to remove redundant rules:

1) **Stage I**: As described before, the way HotSpot algorithm works is to try to go deeper and deeper into the data to make the rule tree as long as it is able to improve the target value. A natural consequence of this is that the leaf nodes would have the best target value compared to all the nodes on its path. Therefore, we discard all the rules corresponding to the non-leaf nodes, and retain only the ones corresponding to the leaf nodes. This stage can be easily automated and does not require manual intervention.

2) **Stage II**: Even after Stage I, there can still remain quite a few redundant rules, the removal of which require domain expertise and manual supervision.

Lift of a rule is the relative improvement in the target (here the fraction of patients who did not survive at least five years) as compared to the average value of the target across the entire dataset. Therefore, lift for the two modes can be defined as follows:

\[
L_{\text{high}} = \frac{f'_{\text{high}}}{f}
\]
\[
L_{\text{low}} = \frac{f}{f'_{\text{low}}}
\]

where \( L_{\text{high}} \) and \( L_{\text{low}} \) are the lift values for the high and low modes respectively; \( f'_{\text{high}} \) and \( f'_{\text{low}} \) are the fraction of not survived patients in the segments resulting from hotspot analysis with high and low modes respectively, and \( f \) is the fraction of not survived patients across the entire dataset.

Table I presents the number of rules generated by the HotSpot algorithm, and the rules after each stage of redundant rule removal. Interestingly, the low mode (which corresponds to finding segments with low death rate, i.e. healthy patients) generated over a thousand rules, which were reduced to less than half by Stage I redundant rule removal. It was found during Stage II redundant rule removal that all these rules were essentially different combinations of attributes negating different comorbidities, which is quite obvious and thus redundant from the domain perspective. The rule with the highest lift value was selected as the representative rule for the applied parameter combination.

### Table I

**NUMBER OF ASSOCIATION RULES**

<table>
<thead>
<tr>
<th>Mode</th>
<th>HotSpot algorithm</th>
<th>Redundant rule removal - I</th>
<th>Redundant rule removal - II</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>40</td>
<td>18</td>
<td>6</td>
</tr>
<tr>
<td>Low</td>
<td>1150</td>
<td>482</td>
<td>1</td>
</tr>
</tbody>
</table>

### Table II

**NON-REDUNDANT ASSOCIATION RULES DENOTING SEGMENTS WHERE FRACTION OF NOT SURVIVED PATIENTS IS SIGNIFICANTLY HIGHER THAN \( f = 15.32\% \)**

<table>
<thead>
<tr>
<th>Segment description</th>
<th>( f'_{\text{high}} ) (%)</th>
<th>Segment size</th>
<th>Lift</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Hospitalizations0-1yr &gt; 2, HighestBloodUreaNitrogen &gt; 16, MeanAlbumin &lt;= 3.9333</td>
<td>59.17</td>
<td>100</td>
<td>3.86</td>
</tr>
<tr>
<td>Age &gt; 81, #Comorbidities &gt; 2, HighestBloodUreaNitrogen &gt; 10, MeanAlbumin &lt;= 4.08, MeanDiastolicBloodPressure &gt; 56.1667, #Comorbidities &lt;= 10</td>
<td>59.17</td>
<td>100</td>
<td>3.86</td>
</tr>
<tr>
<td>Age &gt; 81, #Comorbidities &gt; 2, HighestBloodUreaNitrogen &gt; 10, MeanDiastolicBloodPressure &gt; 56.1667, #Comorbidities &lt;= 10, LowestSodium &gt; 125</td>
<td>59.17</td>
<td>100</td>
<td>3.86</td>
</tr>
<tr>
<td>#Hospitalizations0-1yr &gt; 2, MeanDiastolicBloodPressure &lt; 89, MeanAlbumin &lt;= 3.9333, Dementia=0</td>
<td>58.82</td>
<td>100</td>
<td>3.84</td>
</tr>
<tr>
<td>#Hospitalizations0-1yr &gt; 2, Age &gt; 51, MeanAlbumin &lt;= 3.9333</td>
<td>58.14</td>
<td>100</td>
<td>3.79</td>
</tr>
<tr>
<td>MeanAlbumin &lt;= 2.77, MeanDiastolicBloodPressure &gt; 52, MeanAlbumin &gt; 1.1714</td>
<td>56.5</td>
<td>100</td>
<td>3.69</td>
</tr>
</tbody>
</table>
Fig. 2. Distribution (histograms) of all the 24 input patient attributes present in the dataset. The patients who did not survive at least five years are represented by red-colored fraction and those who did survive are represented by blue. For all binary (yes/no) attributes except sex, the first bar represents “No” and the second bar represents “Yes”. For sex, the first bar represents “Male” and the second bar represents “Female”.

<table>
<thead>
<tr>
<th>Segment description</th>
<th>% of Low Segment size</th>
<th>Lift</th>
</tr>
</thead>
<tbody>
<tr>
<td>AnyCardiovascularDisease=0, Anemia=0, HeartFailure=0, Sex=Female, Dementia=0, Chemotherapy=0, AtrialFibrillation=0, MetastaticCancer=0</td>
<td>6.31</td>
<td>2.43</td>
</tr>
</tbody>
</table>

Tables II and III present the non-redundant association rules/segments obtained with high and low mode respectively and offers some insight on the combined influence of multiple comorbidities on five year survival. Some of the factors associated with increased death rate were: high number of hospitalizations in the past year, high blood urea nitrogen levels, low albumin levels, advanced age, high diastolic blood pressure, more comorbidities, and high sodium. Among these discovered rules, we also see certain strange factors. For example, #Comorbidities\(<10 appears in some rules. On looking closer at the data, we found that there were only 10 instances of patients having #Comorbidities\(>10, which might have influenced its frequent appearance. Another counter-intuitive risk factor appears in the fourth rule in Table II, which is not having dementia. Such results can result primarily due to artifacts of the specific data being analyzed. For the low mode, the representative association rule with the best value of lift suggests the following factors associated with a decreased death rate: no cardiovascular disease, no anemia, no heart failure, no dementia, no chemotherapy, no atrial fibrillation, and no metastatic cancer. Most of the rules obtained in both cases conform with existing biomedical knowledge and provide interesting insights into prognosis of older adults.
V. CONCLUSION AND FUTURE WORK

In this paper, we performed association rule mining analysis on an EHR dataset of older adults to identify hotspots in the data, where the fraction of patients not survived after five years is significantly higher than and lower than the fraction across the entire dataset.

We believe that such analysis can be very useful to identify the factors affecting survival, create awareness, and aid doctors and patients to take appropriate proactive measures to avoiding the conditions which are known to reduce survival time, and encourage the conditions which are known to increase the survival time, whenever possible.

In the future, it would be good to investigate the effect of using different parameter combinations of HotSpot algorithm to find association rules. Identifying the best parameters for a given dataset is a challenging problem. Finally, similar data-driven analytics can be performed for other healthcare datasets, both disease-specific and general, and identify causative risk factors to enhance clinical decision support and informed patient consent.
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